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ABSTRACT

Gasi�cation is technology that has seen increasing international interest through its abil-

ity to convert solid, carbonaceous feedstocks (i.e., coal or biomass) into energy, fuels, and

chemicals. Additionally, gasi�cation is considered a �clean� technology as harmful emissions

and greenhouse gases are readily sequestered. The gasi�cation of a carbonaceous mate-

rial proceeds in two primary steps: the devolatilization of the feedstock followed by the

gasi�cation reactions of the remaining carbon (char). As the gasi�cation reactions are sig-

ni�cantly slower than combustion reactions or the devolatilization step, these reactions are

rate limiting. While most modern commercial petrochemical processes are designed with a

fundamental understanding of the reactions involved, the complex nature of gasi�cation has

prevented this for being true of gasi�cation processes � the coupled heterogeneous and ho-

mogeneous kinetics, multi-mode heat transfer, �uid dynamics, and variability in feedstocks,

among other factors, makes measuring or modeling these conversion rates challenging. In

this study, we focus solely on char reactions with steam at high temperature and pressure

(i.e., conditions that are applicable to entrained-�ow gasi�cation).

The feedstock used in this study was a char �surrogate� (a coal-derived activated car-

bon) which was thoroughly characterized to provide data regarding its composition, physical

structure, and reactivity. Activated carbon was identi�ed as a potential surrogate for char

as it is physically consistent, has characteristics similar to that of traditional char, and is

available for other researchers to acquire. Thorough characterization of the feedstock used

in a study is critical as the gasi�cation rate is heavily dependent on the feedstock properties

(such as composition, surface area, pore size distribution, etc.) and it allows for the results

from di�erent studies to be compared. In order to perform detailed char gasi�cation mea-

surements, a novel experimental setup was designed to allow for single, macro char particles

(nominally 2 mm) to be inserted into our reactor, exposed to a high temperature and high
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pressure steam environment, and then removed all while operating at elevated temperatures

and pressures. This setup is unique as it allows for a single particle to be exposed to steam

in a controlled environment with known boundary conditions that can be readily modeled.

Additionally, the mass of the particles were measured before and after exposure to the steam

environment using a microbalance and thermogravimetric analysis providing accurate mea-

surement of the extent of carbon conversion. Experiments were conducted at temperatures

of 1000 °C to 1400 °C and pressures between 1 bar and 15 bar. The resulting conversion data

was analyzed using the random pore model, shrinking core model, and volumetric model, of

which the random pore model provided the best �t. Apparent activation energy, frequency

factor, and reaction order were calculated and agree well with literature values and trends.

Finally, the conversion data from this study were compared against two studies in the liter-

ature that were performed under similar conditions and general agreement was found after

considering the di�erences in experimental setup.
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CHAPTER 1

INTRODUCTION & BACKGROUND

Gasi�cation is an old technology that has seen a resurgence in recent years as it is capable

of converting a wide range of solid feedstocks into power, chemicals, fuels, and other high-

value products [1]. Gasi�cation is especially important in regions of the world where oil

and other energy sources are not available or are expensive, such as China, India, and parts

of Europe [2], as potential feedstocks for gasi�cation (coal, biomass, solid waste, etc.) are

oftentimes cheap, abundant, and readily accessible. This has led to the increased planning

and designing of future gasi�er plants around the world [3].

While most modern commercial petrochemical processes are designed using rate equations

that accurately describe the process, gasi�ers are often designed without having such a rate

equation and are therefore designed heuristically. After building the gasi�er, preliminary

operation begins and the control parameters are adjusted until the desired conditions are

reached [4]. This seemingly archaic approach to gasi�er design is attributed to inherent

complexity of the gasi�cation process itself � heterogeneous chemistry, potentially turbulent

�ow of gas and solids, large variations of gas composition and temperature, and feedstocks

with a wide range of properties.

To improve the overall process of designing and commissioning a gasi�er, a substantial

amount of research over the past half century has been devoted to gasi�cation through both

experimental and modeling e�orts [2, 5�15]. One speci�c area that has been and continues

to be investigated is the in�uence of the solid feedstock on the gas-solid reactions that occur

between the feedstock and the gaseous reactants during the gasi�cation process [16, 17]. The

solid feedstock plays a signi�cant role in gasi�cation as it directly a�ects the operational

temperature of the gasi�er through its slagging characteristics, the residence time required

to achieve the desired conversion, the amount and ratio of the required reactants, and the
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expected composition of the product stream [1, 4].

Numerous experimental studies have been conducted to investigate the behavior and

kinetics of various feedstocks under a broad range of conditions [6, 10, 17�35]. Through

these studies and others, a great amount of insight has been provided on the in�uence of

temperature, pressure, and reactant on di�erent feedstocks. It should be noted that although

an extensive range of pressures were investigated (up to 70 bar), the majority of the studies

performed were conducted at temperatures at or below 1000 °C. For some gasi�ers, such

as �xed-bed and �uidized-bed types, experimental data up to 1000 °C can be su�cient,

although some �uidized-bed processes can operate above 1000 °C [1, 4]. Entrained-�ow

gasi�ers, however, are becoming a leading gasi�cation technology [2, 3, 36] as they can

operate at high e�ciencies and reduced emissions [36]. These advantages are realized from

their ability to operate at temperatures and pressures greater than 1400 °C and 50 bar [4].

Therefore, to make improvements that are applicable to gasi�ers that operate at or above

1000 °C, experimental data at relevant conditions are required. To address this need, the

primary focus of this Ph.D. dissertation is the collection of experimental steam gasi�cation

data from 1000 °C to 1400 °C and at pressures from 1 bar to 15 bar.

1.1 Gasi�cation reactions

The chemistry of gasi�cation is complex as it involves heterogeneous reactions and occurs

through a series of distinct processes [1]. In a general commercial gasi�er, raw, carbonaceous

feedstock is fed into the gasi�er along with an oxidizer (typically air or pure oxygen) and

the reactant (typically steam or carbon dioxide). The feedstock then undergoes a combina-

tion of pyrolysis, where volatile matter is released from the feedstock due to the increasing

temperature producing the char for the gasi�cation reactions, and combustion, where the

volatile matter released and some of the char will react with the oxidizer to provide the heat

required for the later reactions. The �nal process is gasi�cation, where the steam or carbon

dioxide reacts with the remaining char to produce syngas (a mixture of carbon monoxide and

hydrogen gas). It should be noted that the combustion reactions are orders of magnitude
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faster than the gasi�cation reactions, therefore the gasi�cation reactions are rate limiting.

1.1.1 Global reactions and conversion

There are three primary global reactions for the gasi�cation of carbonaceous feedstocks

with steam [1]: Eq. (1.1) is the water-gas reaction, Eq. (1.2) is the Boudouard reaction, and

Eq. (1.3) is the methanation reaction. It can be seen that both Eqs. (1.1) and (1.2) are

highly endothermic, hence why gasi�ers require a large input of heat either directly (through

the addition of oxygen) or indirectly (through an external source on the sides of the reactor).

C + H2O � CO + H2 +131 kJ/mol (1.1)

C + CO2 � 2 CO +172 kJ/mol (1.2)

C + 2 H2 � CH4 � 75 kJ/mol (1.3)

Carbon conversion is typically de�ned as:

X =
mi � mf

mi
= 1 �

mf

mi
(1.4)

where mi is the initial mass on an ash-free basis (i.e., mass of the �xed carbon only)

and mf is the �nal mass on an ash-free basis. While the units for conversion are technically

mg/mg or kg/kg, conversion is typically reported without units. In addition to Eq. (1.4),

other de�nitions of carbon conversion can be used depending on the experimental setup,

such as the form used by Wu et al. [35].

1.1.2 Reaction mechanisms

Three di�erent mechanisms for the reaction of steam with carbon have been proposed

[37], each handling the inhibition by hydrogen slightly di�erently:
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C* + H2O
k1�� *) ��
k� 1

C(O) + H2 (1.5)

C(O) k2�! CO + C* (1.6)

C* + H2
k3�� *) ��
k� 3

C(H2) (1.7)

C* + 1
2H2

k4�� *) ��
k� 4

C(H) (1.8)

where C* denotes an active carbon site and C( ) denotes an adsorbed species on an active

carbon site. While Eq. (1.6) appears to be unbalanced (with an additional C*), this form is

correct as another active carbon site becomes available once the C(O) complex desorbs from

the surface.

The �rst mechanism, the oxygen exchange mechanism, is based on Eqs. (1.5) and (1.6)

which attributes the hydrogen inhibition to the reversibility of Eq. (1.5). The second mech-

anism, the H2 complex mechanism, is based on Eqs. (1.5) to (1.7) but Eq. (1.5) is taken to

be irreversible. Hydrogen inhibition is ascribed to the formation of the C(H2) complex. The

�nal mechanism, the H complex mechanism, is based on Eqs. (1.5), (1.6) and (1.8) where

Eq. (1.5) is again taken to be irreversible and the inhibition by hydrogen is attributed to the

formation of the C(H) complex.

These mechanisms lead to the general surface rate equation:

r =
[C� ]k1PH2O

1 + k1
k2

PH2O + f (PH2)
(1.9)

where [C� ] is the concentration of active sites on the surface,ki is the rate constant in

Eqs. (1.5) to (1.8), andPi is the partial pressure of the speci�ed reactant. Thef function is

based on the hydrogen inhibition model used:

Oxygen exchange: f (PH2) =
k� 1

k2
PH2

C(H2) complex: f (PH2) =
k3

k� 3
PH2

C(H) complex: f (PH2) =
k4

k� 4

p
PH2
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More advanced rate expressions have been developed to take into account various gas

mixtures and the degree of conversion such as the expressions presented by Mühlen et al.

[22].

1.2 Kinetics models

The two primary ways that the e�ects of temperature and pressure on gasi�cation

rates are represented are through an Arrhenius-type (nth order) model and the Langmuir-

Hinshelwood kinetic model. The Arrhenius-type model is e�ectively an empirical model of

the following form:

r = kPn
i (1.10)

where n is the order of reaction with respect to the reactant andk is described using the

traditional Arrhenius form:

k = A exp
�

� Ea

RT

�
(1.11)

Ea is de�ned as the activation energy of the reaction,R is the universal gas constant,T

is the temperature, andA is the frequency factor. While the Arrhenius-type model has been

used to characterize many di�erent types of chemical reactions, it has undergone criticism

for its inability to accurately describe gasi�cation rates under a wide range of temperatures

and pressures [38, 39].

The Langmuir-Hinshelwood representation is based on stepwise reactions such as those

in Eqs. (1.5) to (1.8) which result in Eq. (1.9). The individual rate constants are then

described in an Arrhenius form (Eq. (1.11)). It should be noted that while this type of

representation can yield more accurate predictions, the numerous individual rate constants

involved can be di�cult to quantify and typically require signi�cant experimental data to

verify. Additionally, these rate equations can rapidly increase in complexity if multiple

gaseous reactants are present and are being accounted for in the model [22].
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1.3 Reaction regimes

In gas-solid reactions, there are three regimes in which the reactions can occur [16].

Regime I is known as the kinetically-controlled or low-temperature regime, in which the

di�usion of the reactant gases to the surface of the particle and though the internal structure

is much faster than the gas-solid reaction, resulting in the gas-solid reaction rate governing

the overall rate of reaction. A constant reactant concentration can be assumed throughout

the particle (Figure 1.1(a)) and the measured activation energy is the true activation energy.

Regime III is known as the di�usion-limited or high-temperature regime, in which the gas-

solid reaction rate has increased to the point where the concentration of the reactant at the

particle's surface begins to approach zero (Figure 1.1(c)) and the overall rate of reaction is

governed by the rate of di�usion of the reactant through the particle boundary layer to the

external surface of the particle. In this regime, a concentration gradient exists between the

particle's surface and the bulk reactant gas and the measured activation energy approaches

zero. Regime II is known as the intermediate-temperature or pore di�usion regime, in

which both the di�usion of the reactant into the interior of the particle and the gas-solid

reaction rate govern the overall rate of reaction. This results in a concentration gradient

of the reactant inside the particle (Figure 1.1(b)) and the measured activation energy is

approximately half of the true activation energy.

While the de�nition of gas-solid reaction regimes focuses on temperature, other param-

eters a�ect the regime a gas-solid reaction falls into, including pressure, the reactant, and

particle size. When pressure is increased, the reactions tend to shift towards regime I since the

particle boundary layer thickness decreases and the concentration of the reactant increases,

thus improving reactant transport into the particle. The reactant also has a signi�cant e�ect

on reaction regime; gaseous reactants with high reactivities shift the reaction regime towards

regime III, as the kinetic rate increases thus reducing the amount of time the reactant has

to penetrate into the particle. For example, if temperature is �xed at some intermediate

value (e.g., 700 °C), oxygen reactions with a typical char particle will be in regime III while
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steam reactions would be in regime I (as oxygen is signi�cantly more reactive with char than

steam). Finally, the physical size of the particle itself a�ects reaction regime. As the particle

size gets larger, the reaction regime shifts towards regime III. This becomes apparent when

the bounding scenarios are investigated � for a tiny particle (e.g., < 0.1 µm in diameter),

the gaseous reactant would e�ectively penetrate through the entire particle regardless of

how fast the reaction rate is (i.e., how high the temperature is), thus it would always be in

regime I; for a massive particle (e.g., > 250 mm in diameter) at any elevated temperature,

the gaseous reactant would not have enough time to penetrate an appreciable distance into

the particle before reacting, thus it would e�ectively be constrained to regime III.

Performing char kinetics studies in regime I is important as it ensures that the reactions

are limited by the kinetic rate of the reaction(s) under investigation and are not in�uenced by

the rate of di�usion of the reactants or products [19, 40, 41]. This allows for intrinsic reaction

rates to be determined by measuring the overall (apparent) reaction rate and surface area (as

the intrinsic reaction rate is de�ned as the apparent rate per unit surface area [19]). Regime

III conditions are most likely to occur in high temperature reactors where oxygen is present as

kinetic rates have a large dependency on temperature and oxygen-carbon reactions are orders

of magnitude faster than reactions of carbon with steam or carbon dioxide [19]. Experiments

in regime III provide information regarding the mass transfer limit of the gaseous reactants

to the surface of the particle.

As regime II is e�ectively described as a mix of regime I and regime III, measurement of

the apparent kinetics in regime I and III provide useful bounds to the kinetics in regime II.

This is demonstrated in Figure 1.2 for an arbitrary particle, where regime I is found below

900 °C, regime III is above 1400 °C, and regime II is in between (notably away from both

the chemical rate limit and the mass transfer limit). However, measurement of kinetics in

regime I and III does not provide speci�c information regarding the kinetics in this regime.

As regime II conditions are likely to be present in commercial gasi�ers and reactors, regime

II studies are of signi�cant importance to the gasi�cation community [19, 41�43].
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Figure 1.1: Reaction regimes for gas-solid reactions. `R' is taken to be the particle radius
and `r' is the distance from the center of the particle. Therefore, the dotted line represents
the external surface of the particle and a value of `r/R' less than unity is inside the particle
and a value of `r/R' greater than unity is outside. `C' is the concentration of the reactant at
location `r' and `C1 ' is the concentration of the reactant in the free stream.

1.4 Commercial gasi�ers

Modern gasi�cation technologies can be classi�ed into three primary groups: moving-

bed, �uid-bed, and entrained-�ow processes [1, 45, 46]. Moving-bed processes, such as the

Lurgi or British-Gas/Lurgi (BGL) gasi�ers, are characterized by a bed of solid feedstock

that gradually moves downward against a gaseous �ow of reactants. While these gasi�ers

tend to operate at the lower end of the temperature spectrum, there is a wide range of

temperatures throughout the reactor and the bed, with the heart of the bed reaching up to

1250 °C. Additional characteristics of moving-bed gasi�ers include producing a gas with a

high hydrocarbon content (attributed to the lower heating rates of the raw feedstock) and

requiring a larger feedstock (6 mm to 50 mm).

Fluid-bed processes, such as the KBR (transport) and U-Gas gasi�ers, can be broken

into further classi�cations based on the �uidization regime. These are a stationary or bub-

bling bed, circulating bed, and transport reactor. The primary di�erence between these

classi�cations being how the solid and gas phases behave together. These gasi�ers tend to

operate towards the middle of the temperature spectrum with some �uidized bed reactors
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Figure 1.2: Arbitrary reaction rate for a porous particle at an elevated pressure. Regime
I conditions exist up to 900 °C, regime II conditions are found between 900 °C and 1400
°C, and regime III conditions exist above 1400 °C. The shape and location of each pro�le
is dependent on multiple factors including pressure, reactants, and internal structure of the
feedstock. Adapted from [44].
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reaching over 1000 °C. Fluid-bed processes can also accept larger feedstock particles, up to 10

mm, and produce a higher quality gas than moving-bed reactors although carbon conversion

remains relatively low (as a certain amount of unreacted fuel is removed with the ash).

Entrained-�ow processes, such as the Siemens and GE gasi�ers, operate by feeding the

fuel and the reactants in a co-current �ow and are characterized by the use of �ne feedstock

particles (typically < 100 µm) and short residence times (on the order of seconds). Due to

the short residence times, high temperatures (typically 1200 °C to 1600+ °C) are required to

ensure high carbon conversion, thus pure oxygen is typically required to meet the heat de-

mand. Because of the high temperatures and heating rates involved, entrained-�ow gasi�ers

produce the cleanest (hydrocarbon-free) syngas.

1.4.1 Typical operating conditions

The operating temperature and pressure of a gasi�er is dependent on multiple factors

including the type of reactor, the feedstock, and the purpose of the reactor. Regarding

temperature, each gasi�cation process will have its own range of possible operating tem-

peratures. The optimal temperature within each range is dictated by the characteristics

of the feedstock used, speci�cally the ash [1]. Below the slagging temperature of the ash,

the ash remains dry and solid. Above the slagging temperature, the ash has a fully liquid

behavior (low viscosity) and it can be handled easily. However, at temperatures above the

ash-softening point and below the slagging temperature, the ash becomes �sticky� and will

agglomerate causing blockages in the reactor. Therefore, gasi�ers must operate above or

below this feedstock-dependent ash-softening range. Another temperature factor includes

the acceptable rate for refractory wear. While higher temperatures can increase carbon con-

version and produce cleaner sygnas, operating at higher temperatures also decreases the life

of the refractory inside the gasi�er. This is often taken into account during cost analyses of

commercial systems [47].

As for pressure, the optimal pressure is generally based on the purpose the gasi�er (i.e.,

power or chemical production) [1]. For power generation through a combined cycle, a gasi�er
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pressure of 20�40 bar is typically required. For chemical production, however, pressures

greater than 50 bar could be required. In order to reach these pressures downstream of

the gasifer, two options are available: to compress the feedstocks to pressures slightly above

those required downstream (to allow for pressure losses in the system) and produce syngas at

the needed pressure, or to produce syngas at near atmospheric pressure and then compress

the syngas to the pressure required downstream. From an energy standpoint, it is favorable

to produce syngas from the �rst case as shown in Table 1.1. However, for some high pressure

processes, such as ammonia synthesis where pressures greater than 130 bar are required, this

argument loses strength as gasi�cation above 100 bar becomes impractical for equipment

reasons [1] and secondary compression will be required.

Table 1.1: Comparison of compression energy requirements for producing syngas at 50 bar
[1]. Low pressure (5 bar) gasi�cation produces syngas at 5 bar and then compresses the
syngas to 50 bar, while high pressure (55 bar) gasi�cation compresses the feedstocks to 55
bar and allows for a pressure drop in the system to produce syngas at 50 bar. `N' denotes
normal conditions.

1.5 Gasi�cation and system modeling

Modeling of gasi�cation systems can be broken down into three primary categories: sys-

tem (plant) models, gasi�cation (reactor) models, and particle models. Computational mod-

els allow for a better understanding of the physical and chemical phenomena that are present

in these systems and assist in the design of new systems [48]. Additionally, models can help

identify optimal operational parameters, the impact of start-up and shut-down procedures,

and determine the sensitivity of gasi�er performance to di�erent input conditions.
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1.5.1 System models

System-level models are used to optimize and properly size the individual components

of the plant (e.g., compressors, turbines, air separation units, etc.), calculate the required

feedstock and reactant �ow rates, and determine overall e�ciency of the plant. These models

can also be used to calculate the operational costs and the resulting price of the product

(e.g., price per megawatt for a power generation plant or price per ton of ammonia for a

chemical production plant).

An example of a system diagram for an integrated gasi�cation combined cycle (IGCC)

power plant with carbon capture is shown in Figure 1.3. Each component would be modeled

in a system-level model allowing for detailed parametric studies to be performed. These

studies would allow for di�erent objectives to be optimized (e.g, cost of the generated elec-

tricity, quality of the produced chemicals, etc.). Examples of system-level modeling software

include ASPEN Plus and gPROMS.

1.5.2 Gasi�cation models

Gasi�cation or reactor models are used to speci�cally model the gasi�er or reactor itself

in order to study the impact that one set of parameters has on a di�erent set. For example,

this could be studying how the reactor temperature and the size of the feedstock impacts

the carbon conversion, or how to optimize the composition of the product gas for chemical

production by adjusting the gaseous reactant �ow rates and the pressure inside the reactor.

There are four general classi�cations of gasi�er (reactor) models [48, 49]:

ˆ Equilibrium (thermodynamic) models

ˆ Kinetic models

ˆ Computational �uid dynamic (CFD) models

ˆ Arti�cial neural networks
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Figure 1.3: Example of a system diagram for an IGCC power plant with carbon capture.
Adapted from [46].
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Equilibrium models assume that equilibrium of the reactants will occur inside the gasi�er

(i.e., an in�nite amount of time is available for reactions to occur); therefore, these models

are independent of the geometry of the reactor and only predict the ideal or theoretical

yield. Because these models are relatively simple, they are typically limited to studying the

in�uence of feedstock and process parameters.

Kinetic models are used to study the progress of the reactions inside the gasi�er as a

function of time or position in the reactor. Therefore, in addition to the temperature and

pressure of the reactor, reaction rates, feedstock residence times, and reactor �uid dynamics

are involved. Examples of basic kinetic models include the stirred tank model and the plug

�ow model. While these models should provide more accurate predictions of the yield and

gas composition than the equilibrium models, general kinetic models may still be inadequate

to obtain reliable results [50].

CFD models of a gasi�er numerically solve the conservation of mass, momentum, species,

and energy equations throughout the gasi�er (or a speci�ed zone of the gasi�er). In a

detailed CFD model, di�erent phenomena are accounted for such as tracking the gas and

solid phases, heat transfer including radiation, turbulence, gas phase reactions, and char

conversion, thus complexity can increase quickly. An overview of some of the components

involved in a detailed CFD model are shown in Figure 1.4. At a gasi�cation fundamentals

workshop in 2009, it was stated that while we know about 90 % of the knowledge required for

developing CFD combustion models, we only know about 20 % of the knowledge required for

CFD gasi�cation models [51]. Key areas of further research include heterogeneous reaction

kinetics, the behavior of ash/slag, and interactions with the gasi�er wall [4].

Finally, an arti�cial neural network is a model in which a neural network is trained

though experimental data which then uses the trained network to produce outputs for given

inputs. This method has been likened to an experienced gasi�er operator who uses his or

her operational experience to predict how the gasi�er will behave under speci�ed conditions.

While neural networks can prove to be very useful, they are heavily dependent on the quality
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Figure 1.4: Overall diagram showing the di�erent components and submodels involved in
modeling a gasi�er. Adapted from [52].
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and quantity of the data that is used to train them [48]. In cases where a limited amount of

experimental data is available, it has been shown that a neural network could return results

based on the same input data that it was trained on that di�er from the actual results [53].

1.5.3 Particle models

Particle models are concerned with individual particles of the feedstock and the asso-

ciated phenomena governing carbon conversion. Generally speaking, there are two broad

classi�cations of particle models:

ˆ Global models

ˆ Comprehensive (multiphysics) models

Global models relate carbon conversion to a reaction rate constant, and the surface area

on which the reactions occur is dependent on the model. Surface area evolution, di�usion,

and other e�ects are often included through the use of additional model parameters. These

models can range in complexity but are often explicit algebraic expressions, which allows

them to be incorporated directly into CFD gasi�er models. There are three general types

of global models: reaction-only models, pore growth models, and �enhanced� pore growth

models.

Reaction-only models assume that carbon conversion,X , is a function of a single constant,

the reaction rate constant,k. Example models of this type include the volumetric model

[54, 55] and the shrinking-core model [56]. The volumetric model assumes that the reaction

rate is proportional to the volume (mass) of the particle, while the shrinking-core model

assumes that the reaction rate is proportional to the external surface area.

Volumetric model: X = 1 � exp(� kt) (1.12)

Shrinking-core model: X = 1 � (1 � kt)3 (1.13)

Pore growth models include a second parameter in addition to the reaction rate. Through

the addition of a second parameter, these models attempt to capture the e�ects of the
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evolving internal structure of the char throughout conversion. Models of this type include

the random pore model [57] and the modi�ed volumetric model [58]. The random pore model

includes a structural parameter, , and the modi�ed volumetric model replaces the reaction

rate, k, in Eq. (1.12) with two empirical parameters,a and b.

Random pore model: X = 1 � exp
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�
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(1.14)

Modi�ed volumetric model: X = 1 � exp
�

� atb
�

(1.15)

�Enhanced� pore growth models build on the pore growth models through the inclusion

of additional parameters. These additional parameters will attempt to capture further phe-

nomena such as intraparticle and boundary layer di�usion e�ects and further re�nement of

pore growth during conversion. Examples of these models include the random pore model

with di�usion and transport e�ects [59] and the adaptive random pore model [60].
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The second broad classi�cation of particle models are the comprehensive (multiphysics)

models. Comprehensive models predict char conversion as a function of time by considering

detailed phenomena including, but not limited to, heterogeneous and homogeneous reactions,

multi-mode heat transfer (including radiation), char structure evolution, multicomponent

mass transfer (convection and di�usion inside particle and boundary layer), Stefan �ow,

moving boundaries (i.e., reaction surface), devolatilization and pyrolysis (for raw feedstocks),

and ignition and extinction (when combustion reactions are present). Typically these models

will contain coupled partial di�erential equations that require numerical solution through

�nite di�erence or �nite volume methods. Clearly, there is a signi�cant increase in complexity

between comprehensive models and the previous models. Examples of comprehensive models
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include the models by Ballal et al. [50] and Sadhukhan et al. [10].

1.5.4 Model relations & advancement

System, gasi�er, and particle models are related through particle models being a com-

ponent of the gasi�er models, and gasi�er models being a component of the system models.

In order to have an accurate and reliable gasi�er model, an accurate and reliable particle

model is required (among other submodels). While the comprehensive particle models are

able to capture a wide range of phenomena and have been shown to reliably predict the lim-

ited amount of detailed experimental data available [60], they are unable to be used directly

in gasi�er models due to the large discrepancy in length scales, the di�culty in coupling a

detailed particle model to a full reactor model, and the increase in computational time that

would be required if a comprehensive particle model was used in a full CFD gasi�er model.

While it is unlikely for a comprehensive particle model to be used in a full CFD model

of a gasi�er for the reasons provided above, comprehensive models still have great utility

in their ability to allow for the investigation of how various parameters (e.g., temperature,

pressure, reactants, particle size, internal structure) in�uence the conversion of a feedstock.

One potential approach for utilizing a comprehensive particle model would be to perform a

parametric study for a selected group of parameters within a range of operating conditions,

and then use the results to develop a reduced order model or a model similar to those of

the pore growth or �enhanced� pore growth models (possibly with additional physical or

empirical �tting parameters, such as [61]). The primary objective would be to capture the

results of a comprehensive particle model in a global or reduced order model that can be

implemented in a CFD gasi�er model through a user de�ned function (UDF).

1.6 Case study: Polk Power Station

The following case study is based on the �nal technical report by Hornick and McDaniel

[47]. The Polk Power Station is an IGCC power plant that was planned, engineered, built,

and operated by Tampa Electric Company. It was partially funded under the Department of
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Energy's Clean Coal Technology Program pursuant to a Round III award. The power plant

uses a Texaco entrained-�ow, oxygen-blown, slurry-fed gasi�er as part of a combined cycle

that has a nominal power output of 250 MW (net). The gasi�er operates between 2400 °F

and 2700 °F (1315 °C and 1482 °C) at a pressure of approximately 26 bar.

The operational temperature of the gasi�er is determined by the speci�c feedstock used.

Each feedstock has a di�erent optimum operating temperature based on its reactivity and

slag properties. Additionally, the refractory wear rate is worse at higher temperatures (an

important commercial consideration). As stated in the �nal technical report, �It is not yet

possible to predict the behavior of a new fuel in the gasi�er. Each fuel must be systematically

tested to determine its optimum operating point.� A total of 17 di�erent coals and blends

were tested at the Polk Power Station during the �ve year demonstration period.

During the �rst 5 1/2 years of operation, the plant ran into numerous issues, with one

primary issue being that the gasi�er exhibited lower than expected carbon conversion. A

similar, existing gasi�er was used as the basis for estimations for carbon conversion; however

those estimations were shown to be grossly inadequate. The expected carbon conversion was

97.5 % to 98.0 % but actual values were in the low to mid 90 % range. While the di�erence

between expected and actual conversion may seem insigni�cant, the unreacted carbon in the

waste streams caused multiple substantial problems.

The �rst and most apparent issue was the resulting heat rate penalty of approximately

200 BTU/kWh due to the heating value of the unconverted carbon. The second issue was

that the low carbon conversion resulted in �costly� problems with slag, �nes, and water

separation. Twice as much �ysash and associated blackwater had to be accommodated,

overloading those parts of the system. A third issue was that the high carbon content of

the ash created a disposal issue as the carbon content and abrasiveness of the ash made it

unmarketable.

One modi�cation that was made to address these issues was to switch to a less costly

fuel (a blend of 55 % petroleum coke and 45 % coal). However, this further reduced the
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carbon conversion, as petroleum coke is less reactive than coal, and resulted in similar

downstream process issues; however, the total quantity of material for disposal was reduced

due to recycling of the settler bottoms. To address the unmarketable ash, one option available

was to dispose of it in a Class I land�ll. However, the cost of disposal was over $30 per ton

and the plant was generating 400 tons of ash per day which would have resulted in a disposal

fee of over $12,000 per day. As that cost was unacceptable, it was decided to stockpile the

waste on site. Later on, another company built a small plant onsite for the speci�c task of

separating the stockpiled slag and �yash into marketable components.

After the �rst 5 1/2 years of operation, the �nal cost impact for plant modi�cations,

incremental fuel costs, and extra handling and waste disposal to address these issues was

over $10 million. From the required testing of 17 di�erent fuels to the unexpected low carbon

conversion, it is fair to believe that these issues could have been reduced or eliminated if

better experimental data and computational models were available to assist in the design

and operation of commercial gasi�cation plants.

1.7 Applicability of highly characterized experimental char kinetics data

In order to facilitate model development and to provide data for model validation, highly

characterized experimental data are required. While the de�nition of a thorough character-

ization is best de�ned by the person using the data, a thorough characterization of a char

feedstock will be de�ned here as data regarding its composition (ultimate and proximate

analyses), physical structure (surface area, pore size distributions, and density), and basic

reactivity (activation energy and reaction order).

Although there is a signi�cant amount of char kinetics data in the literature, a vast

amount of it does not contain the feedstock characterization necessary to allow for �enhanced�

or comprehensive particle models to be properly validated [50, 60]. For example, in the

validation of the adaptive random pore model [60], only four studies were found that reported

the necessary characterization data required [62�65]; and of those four, the data reported by

Su and Perlmutter were the most complete (speci�cally the pore size distribution).
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It is worth noting, however, that oftentimes a thorough characterization of the char

feedstock used in a study is not performed as the characterization can be time consuming

and expensive, some analyses consume the sample, and there might not be enough of the

sample to perform analyses on. Additionally, a thorough characterization of the feedstock

may not always be necessary, for example if the purpose of the study is to characterize the

relative reactivity of several coals under di�erent conditions [11].

For a model to be validated against experimental data, the boundary conditions, initial

conditions, and the results must be well known. With regards to the experimental data,

the boundary conditions are the experimental conditions (e.g., temperature, pressure, and

reactant composition) and the initial conditions are typically related to the feedstock (e.g.,

composition, physical structure, and temperature). Regarding the experimental results for

char kinetics, this is often taken to be conversion vs. time (X vs. t) or rate of conversion vs.

conversion (dX/dt vs. X) data. The model will then be �tted to the data through modi�-

cations of the �tting parameters (rate constants, surface area evolution terms, assumptions

on which pore sizes are active, etc.) until the best �t is reached (e.g., by minimizing the

total error between experimental and modeling results or maximizing the R-squared value).

The ability of a model to accurately and reliably predict experimental data over a range of

conditions demonstrates that a model has been properly validated.

The highly characterized char kinetics data resulting from the steam gasi�cation stud-

ies performed here will enable the gasi�cation community to develop and validate detailed

particle models. The experimental conditions will be well known (i.e., wall temperature,

pressure, reactant temperature, reactant concentration, exposure time, and conversion) as

well as the properties of the char itself (i.e., composition, physical structure, and reactivity).

1.8 Apparatuses used to study char kinetics

To study char kinetics, a wide range of apparatuses have been employed including ther-

mogravimetric analyzers (TGA) [6, 19, 28, 30, 41, 42, 66�71], drop tube furnaces [23, 29],

entrained-�ow reactors [26, 28], �uidized-bed reactors [10, 18, 24], �xed-bed reactors [21, 72],
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and wire mesh reactors [4, 28, 73].

Thermogravimetric analyzers are often used as they can be commercially bought and

are capable of providing detailed kinetics measurements. However, their utility is typically

limited to studying reactions in regime I conditions due to their di�culty in achieving high

temperatures and inherent di�usion limitations caused by the sample holder. Additionally,

relatively low heating rates can cause sintering of the feedstock and thus reduce surface

area when studying higher temperatures with a TGA [4]. Drop tube furnaces are capable

of achieving high heating rates, however these experiments only yield information regard-

ing the average gasi�cation rate, there can be uneven temperature distributions along the

length of the reactor, and there is uncertainty in the reaction temperature and time [6].

Entrained-�ow reactors can also allow for high heating rates and temperatures, but there

can be signi�cant uncertainty in the inlet boundary condition, temperature history, and resi-

dence time. Fluidized-bed reactors can be realistic of actual conditions, but due to the nature

of these reactors, it is di�cult to interpret kinetics data due to the complex �uid dynamics

involved. Fixed-bed reactors provide relatively simple operation [74], however detailed kinet-

ics measurements can be di�cult to interpret as there are typically signi�cant temperature

and concentration pro�les within the bed, thus the results are best used for other �xed-bed

applications. Wire mesh reactors are capable of high temperature and heating rates, how-

ever they can require high current (> 100 A) [73], the mesh is directly interacting with the

sample and a�ecting �ow, and the conversion range is limited by the size of the mesh.

As shown, there are numerous apparatuses that can be used for measuring char kinetics.

Each apparatus and associated technique has its own distinct advantages and disadvantages,

and it is important to properly interpret the measurements made as they are dependent on

the apparatus, operating conditions, and feedstock.

1.9 Previous char kinetics studies

The majority of previous char kinetics studies have been at low temperature (< 1000

°C) or at low pressure (< 5 bar) [6, 10, 17�32]. A summary of the conditions used in
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previous char kinetics studies is shown in Figure 1.5. It should be noted that this is not a

comprehensive list of all char kinetics studies, as there is a vast amount of literature on the

subject. This �gure is intended to demonstrate that there is a lack of experimental data

of steam gasi�cation kinetics at high temperatures and high pressures. The test conditions

proposed using steam as the reactant are located in the red region in Figure 1.5, denoted by

the �lled-in red circles.

Three distinct char kinetics studies have been performed in steam at temperatures above

1000 °C. The �rst study, performed by Peng et al. [34], used a custom TGA to perform

measurements of char reactivity for coal samples (� 178 µm) that undergo either simultaneous

(in situ) or separate (ex situ) devolatilization and gasi�cation steps. Experiments were

conducted between 1000 °C and 1400 °C at atmospheric pressure with steam concentrations

of 24 % to 82 %. Some strengths of this study include the near-continuous measurement of

gasi�cation data throughout the conversion process (i.e., high conversion vs. time resolution)

and a thorough analysis of the resulting kinetic data including uni�ed plots, activation energy

data, and Langmuir-type analyses. A few shortcomings of this study are that there is a

limited characterization of the feedstock used, no error analysis, and particles undergo a

distinct transient warm up period as they are lowered into the reaction zone (� 9 seconds).

The second study, performed by Kajitani et al. [33], used a pressurized drop tube furnace

to measure char kinetics in steam and CO2 atmospheres. The char was generated in nitrogen

using an atmospheric drop tube furnace at 1400 °C in order to mimic conditions in an

entrained �ow coal gasi�er. Char kinetics experiments were conducted in steam at 1300

°C and 5, 7.5, 10, and 20 bar, and from 1150 °C to 1500 °C at 5 bar. Steam partial

pressures were between 0.02 MPa and 0.10 MPa. Strengths of this study include a thorough

analysis of data using the random pore model and grain model [75], providing kinetic data for

lower temperatures using a TGA, performing a morphological study with scanning electron

microscopy images, and studying the e�ect of pressure on steam gasi�cation. While it is

a strong study overall, there are a few notable shortcomings. First, there is no mention
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of how the char conversion is actually calculated, there are no error bars or analysis, and

moderate char characterization was performed but it is lacking useful information (surface

area, density, pore size distribution, etc.). While not a shortcoming in terms of the objective

of the paper itself, it does not include conversion vs. time data and contains limited rate

of conversion vs. conversion data. Additionally, the authors note that the experiments

conducted in their pressurized drop tube furnace might su�er from bulk di�usion e�ects as

the particles are in a laminar �ow regime, while these e�ects would not be present until

higher temperatures in a more turbulent (e.g., commercial) gasi�er.

The third study, performed by Wu et al. [35], used a packed bed reactor to investigate

the steam gasi�cation kinetics of large (3 mm to 6 mm) coal-derived char particles. Char

was generated using a mu�e furnace in nitrogen at temperatures ranging from 950 °C to

1400 °C. Experiments were conducted between 900 °C and 1200 °C at atmospheric pressure

with a steam concentration of 46 % by volume. Strengths of this study include providing

the raw conversion vs. time plots for all conditions, surface area was measured at di�erent

conversion levels, and a modi�ed shrinking core model (includes reaction-di�usion parame-

ters) was employed to help interpret the data. Shortcomings of this study include the use of

a complex gas analysis to calculate conversion (increases sources of error), no error analysis

was performed, and there is limited characterization of the feedstock. Additionally, the con-

version vs. time plots that are presented by the authors are unusually linear for nearly all

conditions; it is unclear if this is attributed to the use of a �xed-bed reactor or due to the

technique used to calculate conversion.

As stated earlier, experimental data at relevant conditions is required to facilitate devel-

opment of computational models for gasi�ers and char conversion. However, data at relevant

conditions (i.e., > 1000 °C and > 5 bar) can be di�cult to obtain as it requires highly spe-

cialized equipment and reactors that are not readily available. The need for this data is

highlighted by the fact that there have been explicit calls for high temperature char kinetics

data in the literature, even as recent as 2014 [2, 4, 13, 19, 35].
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Figure 1.5: Overview of the test conditions used in previous char kinetics studies. The points
on the graph are taken from studies in the literature [6, 10, 17�35]. As there is a vast amount
of literature on char kinetics, this graph is not meant to be comprehensive but intended to
show the lack of experimental data of steam kinetics at high temperatures and pressures.
The region denoted by the red box highlights the test conditions of interest for the proposed
study using steam as the reactant.
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1.10 Single particle vs. entrained-�ow studies

The laboratory-scale gasi�er here at CSM, described in full in the following section,

is a high-temperature and high-pressure �ow reactor that is capable of reaching 1650 °C

and 40 bar. Typically, the gasi�er has been operated in an entrained-�ow con�guration

in which coal particles (nominally � 50 µm) are entrained in argon and delivered to the

reactor column where the particles are rapidly mixed with superheated steam while �owing

downward through the column. The gases and remaining solids are extracted at the bottom

of the column using a water-cooled extraction probe.

However, due to the �exibility of the CSM gasi�er system, a new injector and extraction

probe were designed, fabricated, and installed on the gasi�er (see Sections 3.3 and 3.4). This

enabled the gasi�er to work in a single-particle mode in which a single feedstock particle

(� 2 mm) is placed on a small pedestal, inserted into the extraction probe, translated up to

the tip of the probe, and then exposed to the reactants at temperatures and pressures up to

1400 °C and 15 bar. These steps are then reversed to remove the sample before loading the

next sample and repeating the process.

As the CSM gasi�er is now capable of operating in both an entrained-�ow and single-

particle mode, the advantages and disadvantages of each are discussed below. Due to the

bene�ts of the single-particle mode and the drawbacks of the entrained-�ow mode, a single-

particle study was chosen for this study.

1.10.1 Advantages and disadvantages of an entrained-�ow study

The primary advantage of performing an entrained-�ow study is that it is realistic of

actual conditions seen in an entrained-�ow gasi�er. In a commercial entrained-�ow gasi�er,

�ne powdered carbonaceous feedstock (typically < 100 µm) is fed into the gasi�er along with

an oxidant (air or pure oxygen) and steam resulting in a dense `cloud' that �ows through

the gasi�er [1]. As the `cloud' passes though the gasi�er, the feedstock �rst reacts with

the oxidant to rapidly increase the temperature of the gas-solid mixture before reacting
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with the steam (note that it is said that feedstock reacts with the oxidant �rst as the

oxygen-based reactions are orders of magnitude faster than the steam-based reactions [19]).

Additionally, the gasi�er can be operated at steady-state when performing an entrained-�ow

study reducing the impact of any transient e�ects and allowing measurements to be averaged

over a period of time.

However, due to the nature of the CSM gasi�er and the purpose of the study, there are

substantial disadvantages to performing an entrained-�ow study. First, there is signi�cant

uncertainty in the inlet boundary condition. If our reactor (the CSM gasi�er) were to be

operated as an entrained-�ow gasi�er, the feedstock particles would be entrained in argon,

delivered to the gasi�er, and then passed through a water-cooled injector (maintained be-

tween 20 °C and 30 °C) and then injected into the reactor column. This results in a cold

argon and feedstock cloud entering a high-temperature steam environment which would have

substantial temperature gradients. A CFD model would be required to determine the tem-

perature history of a particle traveling from the injector though the reactor increasing the

uncertainty in the data. Additionally, the steam gasi�cation reactions are highly endother-

mic (see Eq. (1.1)) increasing the complexity of the temperature pro�le inside the reactor

and the dependency on modeling.

Secondly, since the feedstock is entrained and delivered to the reactor in argon there is

an additional gas component that needs to be accounted for when modeling the system as

it can make up 5 % to 50 % of the gas concentration (i.e., should not be neglected), and

the partial pressure of the steam is reduced requiring higher total pressures to achieve the

desired reactant partial pressures. Thirdly, there is an inherent uncertainty in the residence

time as with a cloud of particles only the bulk residence time is able to be determined which

also requires a CFD model to be calculated. Additionally, the overall range of residence

times is limited in our reactor as it is constrained by the mass �ow controllers for the gases

and the location of the extraction probe [76].
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Fourthly, feedstock entrainment and delivery becomes more di�cult as the pressure in-

creases since the gas velocity in the feedstock delivery lines decreases with increasing pressure

resulting in particles falling out of entrainment and clogging the system. This can be com-

pensated for by increasing the �ow rate of argon for entrainment; however, this a�ects the

reactant partial pressure, decreases the residence time, and introduces more cold argon into

the reactor.

Finally, it is di�cult to obtain an accurate and complete mass balance for an entrained-

�ow study with our system as it requires the collection of unreacted feedstock particles

(smaller than the 100 µm to 150 µm they entered the reactor at) coupled with GC measure-

ments. Since the feedstock particles are still in steam when they exit, there are two options

for collecting the particles. The �rst method is to prevent the steam from condensing in the

exhaust lines before collecting the samples by heating the lines and the mechanical �lter,

and putting expensive Kalrez o-rings on the �lter (maximum temperature of 275 °C). How-

ever, the saturation point of steam at 25 bar is 223 °C which results in a tight temperature

window that is di�cult to guarantee operation in. The second method is to fully quench

the steam and collect the particles and steam in a large dropout tank, and then �ltering out

the particles and drying them before weighing them. Both of these methods are di�cult to

execute and even if executed properly, there is still a large uncertainty in the mass balance.

1.10.2 Advantages and disadvantages of a single particle study

The advantages of performing a single particle study are numerous. First, the boundary

and initial conditions are well known. As the particle is located approximately halfway

through the length of the reactor, the steam has su�cient time to reach thermal equilibrium

with the reactor column wall and the �ow will be laminar and fully developed. The reactor

column wall temperature at the particle location will be measured with a pyrometer and the

steam temperature directly above the particle (ideally the same temperature as the wall) will

be measured using a frequency comb laser diagnostic. Additionally, the particle environment

will be well known as well since steam will be the only gas interacting with the particle and
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the geometry of the titanium sample holder is also well known.

Secondly, since steam is the only gas interacting with the particle, the reactant partial

pressure will be equivalent to the total pressure allowing for higher reactant partial pressures

to be investigated. Thirdly, a wide range of residence times is able to be achieved since it

is only dependent on how long the probe is in the extended position. Also, the accuracy

of the residence time is able to be signi�cantly improved since it is controlled through the

translation of the probe and is not dependent on modeling.

A third advantage of a single particle study in the proposed con�guration is that it

eliminates or reduces the e�ects of bulk surface di�usion (as steam is impinging upon the

sample and holder), allowing regime II kinetics to be studied. Finally, a single particle study

allows for an accurate mass balance as the mass of the particle can be directly measured

before and after being exposed to the test environment. Since the mass of the particle is

known before and after testing, carbon conversion can be calculated directly using Eq. (1.4).

While there are signi�cant advantages to performing a single particle study, it is not

without its disadvantages. The most obvious disadvantage is that it is not realistic of actual

gasi�er conditions. As the particle is sitting on a pedestal, only half of the particle is directly

exposed to the reactant and the reactor. Also, the particles used will be nominally 2 mm in

size which is much larger that what is typically used in entrained-�ow gasi�ers. However,

this particle size is directly applicable to both �uidized and moving (�xed) bed gasi�ers [1].

Additionally, since the properties of the particles will be well known due to the thorough

characterization, the size of the particles is expected to be able to be considered in more

advanced particle models.

Another disadvantage is that there is transient temperature behavior caused by the ex-

tension of pedestal from the retracted position in cold argon (< 40 °C) into the hot steam

environment (> 1000 °C) which directly a�ects the reaction kinetics. Fortunately, this tran-

sient behavior is expected to be constant throughout all tests meaning that it should result

in a general shift of the conversion vs. time curves. The e�ect of the transient temperature
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on reaction kinetics is further reduced as modeling results (described in Section 6.6) show

that the particle approaches equilibrium in 2 to 11 seconds (depending on experimental con-

ditions) which is a small fraction of the total exposure time, especially considering that it

can be assumed that no reactions take place during this time due to slow kinetics.

A �nal disadvantage is that each data point will be generated using a di�erent particle.

Unlike a TGA, which has the ability to measure a near continuous mass pro�le of a single

particle (or batch of particles) throughout its conversion, the proposed single particle study

will build a conversion pro�le using discrete points. However, the e�ect of using individual

particles on the conversion pro�le was considered in this study and a characterization analysis

is performed in Section 6.4. The reader should also be reminded that most TGA systems

are unable to achieve the same temperatures and pressures simultaneously as the reactor at

CSM.

1.11 Dissertation scope

Advanced computational models are required to improve the design and operation of

commercial gasi�er facilities. To develop and validate these models, experimental data at

temperatures and pressures relevant to commercial processes are required. However, it has

been shown that there is a lack of experimental data for steam gasi�cation kinetics, and

when data are available, they are usually unaccompanied with a thorough characterization

of the char feedstock used in the study. This limits the utility of the experimental data as

detailed particle models use the properties of the feedstock as input parameters.

To address this need of experimental data, the aim of this dissertation is to thoroughly

characterize a char surrogate which will serve as the feedstock for the subsequent study,

and then to investigate char-steam kinetics of the characterized feedstock using a novel

experimental setup designed to allow for detailed measurements to be made. Activated

carbon was selected as a surrogate for use as the char feedstock in this study and it was

thoroughly characterized to ensure that the composition, physical structure, and reactivity

of the feedstock were well known. Detailed char kinetics measurements were then made
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using a novel single particle experimental setup at temperatures and pressures up to 1400

°C and 15 bar in a pure steam environment. The collection of this data set will help to

�ll the gap in experimental data at conditions relevant to commercial processes utilizing a

highly-characterized char feedstock.
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CHAPTER 2

GASIFIER REBUILD AND CHARACTERIZATION

The need for gasi�cation studies at smaller scales while still maintaining the ability

to reach high temperatures and pressures, has led several groups to construct pilot-scale,

laboratory-scale, and bench-scale reactors. A signi�cant bene�t of laboratory-scale gasi�ers

and reactors, in contrast to pilot-scale systems, is the associated operating costs. For the

cost of operating a typical pilot-scale facility for a week, the CSM gasi�er facility is able to

operate for several months or longer.

For reference, the primary characteristics of some past and existing research reactors are

summarized in Table 2.1. These include facilities at Brigham Young University (BYU; USA),

the University of Utah (USA), Sandia National Laboratories (USA), the Commonwealth

Scienti�c and Industrial Research Organisation (CSIRO; Australia), the Central Research

Institute of Electric Power Industry (CRIEPI; Japan), the Cooperative Research Center for

New Technologies for Power Generation of Low-Rank Coal (CRC; Australia), the Korea

Advanced Institute of Science and Technology (KAIST; South Korea), the University of

Nottingham (UK), and the Georgia Institute of Technology (GA Tech; USA).

Although the physical size and temperature rating of the CSM gasi�er are similar to the

other past and existing laboratory-scale reactors, the primary characteristics that di�eren-

tiate the CSM gasi�er are the maximum operating pressure, the feed rate, and the ability

to switch between �ow regimes. As discussed earlier, commercial entrained-�ow gasi�ers

can operate at pressures above 50 bar, therefore laboratory-scale investigations must be per-

formed at elevated pressures in order to produce data that is relevant. While lower feeding

rates do not allow for the rapid generation of product gases, lower feeding rates do allow

for highly dilute mixtures to be investigated. These dilute mixtures allow for the isothermal

approximation to be applied appropriately inside the reactor and also allow for gasi�cation
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Table 2.1: Comparison of the primary characteristics of di�erent research reactors. x: not
provided in the reference.

Diameter Length Temp. Press. Feed
Facility (cm) (cm) (K) (bar) (kg/hr)
CSM 5 100 1923 40 1.2
BYU 1 [77, 78] 20 124 1400 1 24.5
BYU 2 [79] 5.1 75 1700 15 0.015
Utah [80] 20 150 2000 30 37.5
Sandia 5 101 1873 20 0.06
CSIRO [36] 7 210 1773 20 5
CRIEPI 1 [81, 82] 24 585 1250 20 75
CRIEPI 2 [33] x 120 1773 30 x
CRC [83] 7.5 150 1673 16 0.09
KAIST [84] 5.2 100 1873 25 0.6
Nottingham [85, 86] 5 150 1573 x x
GA Tech [87] 7 200 1873 80 4.2

studies to be performedin-situ (measurements inside the reactor; e.g., with a laser diag-

nostic) opposed toex-situ (measurements only at the exit). The CSM gasi�er also has the

ability to operate in both laminar and turbulent �ow regimes by switching between di�erent

injectors. Another advantage of the CSM gasi�er is the ease with which investigators have

control over multiple process inputs, allowing for an extensive range of operating conditions

and environments to be achieved (e.g., coal-steam, coal-steam-oxygen). Additionally, the

CSM gasi�er was designed to allow forin-situ measurement of gasi�cation kinetics using

laser diagnostics via three sets of optical access ports along the length of the reactor.

For data collected by a laboratory-scale reactor to be relevant or applicable, the reactor

itself must be well-characterized. One primary reason for this is that char kinetics and other

intricate studies are highly sensitive to reactor conditions; therefore any fundamental data

acquired under unknown conditions is of little use to the gasi�cation community. A well-

characterized reactor also provides accurate boundary conditions for creating models as well

as data for model validation.

The following chapter describes the CSM gasi�er system as well as the results from the

initial characterization of the reactor using a coal feedstock.

33



2.1 Major component issues

In January 2013, it had been nearly two years since the gasi�er facility at the Colorado

School of Mines had been operational. Additionally, there was no documentation for how

the gasi�er system was assembled and wired, how the LabVIEW code was designed, or how

to operate the system or any subcomponents. Before the gasi�er could be brought back

online, several subsystems of the gasi�er were reassembled and modi�ed to get them to

interface properly with the standalone LabVIEW system (pressure transducers, mass �ow

controllers, and SCXI thermocouple DAQ). The major issues that were addressed and other

modi�cations relevant to this dissertation are discussed in this subsection.

2.1.1 Arcing of the heater power leads

Upon removing the end caps of the gasi�er for the �rst time, it was apparent that there

had been signi�cant arcing in the power leads for the silicon carbide heaters (Figure 2.1).

The cause of this issue was determined to be from the sharp 90°bend that the leads were

required to make leaving the heaters (top of Figure 2.2). This bend would cause separation

between the wire strands, resulting in large resistances in the individual wire strands which

would cause the wires to melt and then arc. To address this issue, new heater leads were

fabricated using a �ag terminal that eliminated the need for the wire to make a 90°bend

(bottom of Figure 2.2). To date, there have been no failures in the new heater power leads.

2.1.2 Severe thermocouple noise

Noise in the thermocouples have been an issue for the gasi�er since its initial operation.

An example of this noise in one of the heated gasi�er zones is shown in Figure 2.3(a).

Previously, the noise had been attributed to the extension wire that ran from the gasi�er

to the SCXI unit and attempts had been made to reduce the e�ect of the noise through

shielding the extension wire and using signal �lters. While the �ltering nearly eliminated

the noise, it signi�cantly increased the CPU load on the PXI unit which would lag and

eventually shutdown within 15 minutes of operation.
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(a) Melted heater power lead. (b) Melted heater connection
clamp.

Figure 2.1: Failed heater lead components resulting from severe arcing.

Figure 2.2: Comparison of the previous (top) and new heater power leads (bottom).
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(a) Original thermocouple noise in Zone 2.

(b) Thermocouple noise in Zone 2 after boring out the
insulation support plates.

(c) Thermocouple noise in Zone 2 after boring out the
insulation support plates and shielding the thermocouple
protection tubes. The `Zone 2-2' thermocouple reading
is not shown in this �gure as the bead grounded out
against the niobium shielding. This issue has since been
addressed and the `Zone 2-2' thermocouple is functional.

Figure 2.3: Reduction of noise in the Zone 2 thermocouples after di�erent modi�cations.
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After inspecting the gasi�er, it became evident that the metal insulation support plates

in the gasi�er were able to contact the silicon carbide heaters creating ground loops and

electrical noise (Figure 2.4(a)). Additionally, if the heaters made direct contact with the

insulation support plates, then they would electrically short out damaging themselves, the

insulation support plate, and tripping the circuit breakers. To address this, both the top

and bottom insulation support plates were removed from the gasi�er and each heater pass-

through hole was enlarged to prevent the heaters from contacting the metal support plate

(the heaters would rest on the insulation instead; Figure 2.4(b)). This greatly reduced the

noise in the thermocouples but a small amount of noise remained as seen in Figure 2.3(b).

The �nal source of thermocouple noise was determined to be from the thermocouples

themselves. Since the thermocouples are relatively long (approx. 22 inches and 14 inches,

depending on which zone they are in) they behave like long antennas and pick up electromag-

netic interference (EMI) from the silicon carbide heaters as they are powered on alternating

current (AC) and run parallel to the thermocouples. To reduce the e�ects of EMI, the ther-

mocouples were shielded using niobium foil. Niobium foil (99.99 % purity, 0.05 mm thick)

was rolled into a long cylinder (< 1/8 inch diameter) and then inserted into the thermocou-

ple protection tubes (Figure 2.5(a) to Figure 2.5(c)). Niobium was chosen as the shielding

material as it has a high melting point (2477 °C) and is ductile enough to be rolled into

a cylinder that �ts into the thermocouple protection tubes. After the thermocouples were

shielded, the remaining noise was completely eliminated as shown in Figure 2.3(c).

2.1.3 Poor steam generation

The original steam generator for the gasi�er produced intermittent steam between 110

°C and 150 °C while sputtering water. The cause for the poor steam output was due to the

design. The original steam generator (Figure 2.6(a)) consisted of two chambers in parallel

with internal cartridge heaters (each rated at 2 kW) with thermocouples on each heater

for input to a single zone temperature controller (one thermocouple was for temperature

control and the other was to monitor the temperature of the other heater). Liquid water
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(a) An insulation support plate before modi�cation. It can be
seen that the metal insulation support plate is �ush with the
insulation at the heater pass-through holes.

(b) An insulation support plate after the heater pass-through
holes have been enlarged. Note the gap between the metal plate
(darker area) and the insulation (whiter area).

Figure 2.4: Comparison of one of the insulation support plates before and after modi�cation.
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(a) Niobium foil used for shielding the thermocouples (top) and the shielding installed inside of
the thermocouple protection tube (bottom). The length of the alumina protection tube is 22
inches and it has an inner diameter of 3/16 inch and an outer diameter of 1/4 inch.

(b) Thermocouple bead with alumina collar to prevent the thermocouple bead from grounding
out on the shielding.

(c) Thermocouple inside of the niobium foil
shield.

Figure 2.5: Shielding of the thermocouples with niobium foil.
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at room temperature would be delivered to the steam generator at rates up to 1400 mL/h

via a micro-annular gear pump where it reached a tee and was ideally diverted evenly to

each heated chamber to be vaporized and super heated (in the annulus between the chamber

wall and the cartridge heater) before both vapor streams recombined at the exit tee and

then leaving the steam generator. While this design works in theory, the �ow did not evenly

distribute between the two heated cavities (believed to be caused by one of the inlet tubes

being partially obstructed by a poor weld). This caused issues as the temperature controller

would have to regulate temperature based on the heater with the restricted �ow as it operated

at a higher temperature; thus the second heater was underpowered given the cooling load

applied to it resulting in a sputtering steam output.

To improve the performance of the steam generator, the steam generator was cut in half

for a single heated chamber design (using the side without the clogged weld) with the holes

welded shut and the inlet and exit lines re-plumbed (Figure 2.6(b)). The modi�ed steam

generator is capable of producing a consistent output of super heated steam at 500 °C under

full load (input of 1400 mL/h of liquid water).

2.2 System overview

The system diagram of the CSM gasi�er and its primary subsystems is shown in Fig-

ure 2.7. Primary inputs to the gasi�er are argon (for entrainment, purging, and quenching),

oxygen, steam, and ground solid feedstock. Each input can be controlled independently al-

lowing for a wide range of operating conditions to be achieved. The gasi�er facility consists

of �ve primary systems: the primary reactor vessel, the solids delivery system, the steam

generator system, the LabVIEW-based control system, and gas processing systems � each

of which will be described in detail in the following sections.

2.3 Primary reactor vessel

The primary reactor vessel is a 38 cm diameter, 2 meter tall shell-and-jacket pressure

vessel that has been ASME certi�ed (`U' designator) to 55 bar at 315 °C. The shell houses the
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(a) Original steam
generator design
with dual heated
chambers.

(b) Modi�ed
steam generator
design with a
single heated
chamber.

Figure 2.6: Original and modi�ed steam generator designs. In the original design, (a), liquid
water entered at the bottom and a mixture of steam and liquid water would exit at the top
at temperatures below 150 °C. In the modi�ed design, (b), however, liquid water enters at
the bottom and super heated steam exits at the top at approximately 500 °C.
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Figure 2.7: System diagram of the CSM gasi�er. Figure by R.J. Kee.

internal components and the jacket is used to �ow mineral oil which maintains the external

temperature of the gasi�er at approximately 50 °C for the pressure rating. The pressure

vessel was manufactured and certi�ed by Western Steel and Boiler Company.

An important feature of the pressure vessel is the inclusion of three sets of optical access

ports (nine ports total). At three di�erent axial locations (at the tip of the injector, 38 cm

below the injector, and at the tip of the extraction probe) there are three optical access ports

� two are on opposing sides of the vessel and the third is perpendicular to the �rst two. The

two in-line optical access ports at each location will be utilized by thein-situ laser diagnostic

that is currently being developed. The laser diagnostic will allow for measurements of the gas

temperature and water concentrations inside the reactor. In addition to the laser diagnostic,

the orthogonal ports can be used to measure particle velocity �elds using particle image

velocimetry (PIV) under dilute feeding conditions. A cross-sectional view of the gasi�er and

the internal components is shown in Figure 2.8.
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Figure 2.8: Cross-sectional and cut-away views of the gasi�er showing the internal heaters,
insulation, reactor column, and optical ports.
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The gasi�er pressure vessel is supported on an external frame coupled to a hydraulic lift

and braking system that allows for the gasi�er to be raised, lowered, and rotated. During

typical operation, the gasi�er is in a vertical orientation, whereas the gasi�er is horizontal

while undergoing maintenance. Access to the internal components of the gasi�er is provided

by removing either of the two end-caps (�anges) on the pressure vessel.

At the center of the pressure vessel is a 1.4 meter long silicon carbide (SiC) reactor

column. The reactor column has a 50 mm inner diameter and a 60 mm outer diameter. It is

supported at the base by a stainless steel plate and at multiple axial locations by refractory

insulation. In addition to providing support for the reactor column, the refractory insulation

also divides the heated section of the pressure vessel into four 25 cm long independently

heated zones, for a total heated length of 1 meter. External to the reactor column there is a

3 inch gap between the outside of the reactor column and the innermost layer of insulation

where the heaters and thermocouples are located.

For the insulation, three di�erent layers of high-performance refractory insulation sup-

plied by Zircar Ceramics are used. The outermost layer is ASH (rated to 1260 °C), the next

layer is ALC (rated to 1550 °C), and then the innermost layer is SALI (rated to 1700 °C).

ZAL-45 (rated to 1650 °C) is used as supports for the reactor column and the heaters, which

also act as ba�es to divide the gasi�er into four independently controlled heated zones.

To heat the reactor, sixteen electrically powered SiC heaters are used which were supplied

by I Squared R. Each independently controlled heated zone in the gasi�er contains four SiC

heaters and each zone has a maximum power input of 4 kW (absolute maximum of 6.6 kW

but currently limited by the laboratory power supply). The heaters are capable of operating

at 1650 °C in an inert environment (argon or helium are used) or 1370 °C in a reducing or

nitrogen environment. In reducing environments, the protective layer of silicon dioxide is

reduced and results in deterioration of the heating elements. In nitrogen environments above

1370 °C, nitrogen reacts with the SiC heaters to form silicon nitride which in turn creates

hot spots that will damage the heaters � therefore care must be taken to purge all nitrogen
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(air) from the system before reaching operating temperatures.

Power is supplied to the four heaters in each zone through Spang 851 digital power

controllers. Single phase 208 VAC is supplied to each power controller which then uses

a silicon controlled recti�er (SCR) to adjust the voltage to maintain either the prescribed

power or current setting for each zone.

Each zone contains two Type C thermocouples which are used for measuring the tem-

perature and for providing feedback to the power controllers for temperature control. The

thermocouples in each zone are located on opposite sides of the reactor column and are

redundant, allowing for operation if one of the thermocouples goes o�ine.

Pressure in the system is measured using Keller America digital pressure transducers.

Pressure is continually monitored at four critical locations: the main argon supply line, the

solids hopper, the pressure external to the reactor column, and at the injector (assumed to

be the approximate pressure inside the reactor column). Additional pressure transducers

can be incorporated for pressure measurement at other locations such as in test stands for

downstream processing. A proportional pressure relief valve is installed on the reactor vessel

to prevent the system from reaching an over-pressurized state.

For the gas feed streams (argon and oxygen), four Bronkhorst mass �ow controllers

(MFCs) are used. The �rst MFC controls the argon used for entraining and delivering the

feedstock particles to the injector and is rated at 50 standard liters per minute (SLPM).

The second MFC controls the argon used for purging the gasi�er and maintaining positive

pressure on the reactor column and is rated at 100 SLPM. The third MFC controls the argon

used for quenching the product stream before it enters the extraction probe and is rated at

10 SLPM. The �nal MFC controls the oxygen supplied to the injector and is rated at 35

SLPM.

At the top of the SiC reactor column is the multi-stage injector. In the current injector,

at the center is the argon and solids feed which is then mixed with the oxygen (if desired)

via a Venturi mixer. External to the oxygen line is a water jacket which is used to keep
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the oxygen and the oxygen/solids/argon lines cold to prevent any reactions (i.e., combustion

or the release of volatiles) from occurring in the injector. External to the water jacket

is an insulating gap that separates the water jacket from the steam pre-heater (�annular

steam super heater�). The steam pre-heater is heated by the SiC reactor column through

conduction from Zone 1. Steam enters the pre-heater at 200 °C and exits at approximately

800 °C. A diagram of the injector is shown in Figure 2.9. It should be noted that this injector

is designed for rapid mixing of the reactants and therefore ideal for syngas generation. This

injector creates a turbulent regime close to the injector which then transitions to a laminar

�ow further down the reactor (at typical operating conditions).

As stated earlier, the injector is not a permanent part of the gasi�er and can be switched

with another unit. Currently under development is a water-cooled laminar-�ow injector.

The injector consists of a central tube for the entrained feedstock surrounded by a water

jacket (similar to the current injector), which is in turn wrapped in ceramic insulation.

Secondary gases (e.g., argon, oxygen, steam) will be delivered upstream of the injector and

heated by the reactor column similarly to the way the �annular steam super heater� in the

current injector is heated. To ensure laminar �ow, ceramic �ow straighteners will be installed

around the injector to promote laminar �ow in the secondary gases and only dilute mixtures

will be passed through the injector (i.e., low solids feeding rates with minimal argon for

entrainment).

After the feedstock, argon, and oxygen exit the injector, the mixture is exposed to the

super heated steam and the heated SiC reactor column walls. The gasi�cation processes

occur in the reactor column and the product stream (syngas) and any unreacted solids are

extracted via the extraction probe. Similar to the injector, the extraction probe has multiple

loops and channels. The product stream is extracted through the center of the probe and

delivered out of the gasi�er. External to the extraction line is an air loop that gradually

cools the product stream which allows for any tars, ash, and other byproducts to remain hot

enough so that they will not clog the extraction line. External to the air loop is an insulating
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Figure 2.9: Cross-sectional view of the injector previously used for solids-delivery and tur-
bulent mixing.
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gap that separates the hot return side of the air loop and the channel that delivers the argon

used for quenching to the tip of the extraction probe. At the tip of the extraction probe,

the cold argon passes through a porous Hastelloy X frit and then into the syngas. Finally,

external to the argon quench channel is a water loop that is used to maintain the integrity

of the extraction probe by cooling the Hastelloy X probe face and the external sheath of the

probe.

On the outside of the extraction probe is ceramic insulation to keep the probe concentric

with the reactor column and to prevent the probe from overheating. A ceramic probe cover

sits on top of the probe tip to block thermal radiation from the reactor column. The ceramic

cover has one axial hole on the top and six radial holes to allow the product stream to enter

the extraction probe. A diagram of the extraction probe is shown in Figure 2.10.

Currently under development is a translatable extraction probe. This will allow for the

product gases to be extracted from the gasi�er at di�erent axial positions in the reactor

column, providing the capability to vary the residence time in the gasi�er at a given tem-

perature, pressure, and input �ow and feed rates.

2.4 Solids delivery system

The current solids delivery system is capable of entraining between 2 and 20 g/min of

feedstock to the injector. A diagram of the coal delivery system can be seen in Figure 2.11.

The solids delivery system consists of four primary components: the pressure vessel, the

hopper, the auger system, and the eductor. The pressure vessel is similar to the pressure

vessel for the gasi�er � it has a main cylindrical chamber that is sealed on both ends by

Class 600, 8 inch blank �anges and is ASME certi�ed (`U' designator) to 58 bar at 50 °C.

During operation, the vessel is pressurized to approximately 1 bar above the gasi�er pressure

vessel to drive �ow from the solids delivery system to the gasi�er injector. As mentioned

previously, a digital pressure transducer is installed on the pressure vessel to continuously

monitor pressure.
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Figure 2.10: Cross-sectional view of the extraction probe (ceramic probe cover not shown).

Figure 2.11: Solids delivery system showing the hopper and solids/argon eductor. Details of
eductor depicted in expanded image. External pressure vessel not shown.
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Inside of the pressure vessel is a 5 liter solids hopper. The hopper can hold enough

powdered feedstock to continually supply the gasi�er for over twenty hours at the nominal

feeding rate of 3 g/min. At the center of the hopper is an auger manufactured by Auger

Manufacturing Specialists that is speci�cally designed for powdered feeds. The auger is

driven by an electric motor that is controlled though a LabVIEW program that sets the

motor rpm through feedback from an encoder on the drive shaft. In addition to the auger

there is a �wiper� that counter-rotates relative to the auger to help facilitate solids feeding

and to prevent bridging of the feedstock inside of the hopper.

After the feedstock exits the funnel from the hopper, it enters the eductor where it is

rapidly entrained in an argon vortex and then delivered to the injector via 1/8 inch tubing.

The eductor was fabricated in-house from a solid acrylic cylinder. Several iterations were

designed and then simulated in SolidWorks Flow Simulation before fabricating the most

e�ective design. Argon enters the eductor through the four side ports where it is tangentially

injected to the conical chamber of the eductor, creating the entrainment vortex.

The solids delivery system has been characterized and the results are shown in Figure 2.12.

The highly linear trend of feeding rate with motor rpm provides for very repeatable solids

feeding. It should be noted that while the characterization of the solids delivery system

was performed up to 45 g/min, the maximum practical feeding rate is 20 g/min due to

entrainment limitations.

Currently under development is a low feed rate solids delivery system. The new system

will utilize the current pressure vessel and eductor, but the solids hopper and auger system is

being designed to provide feed rates below 1 g/min. The purpose of the low feed rate system

is to enable very dilute feedstock mixtures to be injected into the reactor thus allowing for

the isothermal approximation to be appropriately applied during char kinetics studies.

2.5 Steam generation system

A dedicated steam generator system is used to generate steam to feed into the injector. A

positive-displacement, micro-annular gear pump (supplied by HNP Mikrosysteme GmbH) is
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Figure 2.12: Characterization of the solids delivery system.

used to pump deionized water from a sterile tank, through a Bronkhorst Coriolis �ow meter

(to verify �ow rates), to the physical steam generator unit.

The steam generator unit is comprised of a 3/8 inch outer diameter, 8 inch long Omega

cartridge heater (rated at 2 kW) that has been �xed inside a 1/2 inch stainless steel tube

with Swagelok �ttings. The liquid deionized water passes through the annulus between the

cartridge heater and the tubing, producing super heated steam that exits the generator unit

at 500 °C. The temperature of the steam generator unit is controlled by an Omega heater

controller that obtains temperature feedback from a Type K thermocouple that is in contact

with the cartridge heater. The steam exit temperature is also measured with a Type K

thermocouple (used for reference only).

After the steam exits the steam generator unit, it is delivered to the injector via 1/8 inch

stainless steel tubing. The steam typically reaches the injector at 200 °C (depending on �ow

rates) where it then passes through the annular super heater to reach 800 °C before entering

the reactor column.

51



2.6 Control system

The majority of the gasi�er system is controlled through a real-time LabVIEW virtual

instrument (VI) that is deployed on a National Instruments PXI unit. The real-time Lab-

VIEW VI controls and monitors the temperature in each zone, controls the power controllers,

reads the pressure transducers, and controls the MFCs. There are two supporting VIs that

are run on the desktop PC that control the water pump for the steam generator and control

the auger rpm for the solids delivery system.

Supporting the PXI unit is a National Instruments SCXI unit that measures all of the

thermocouple voltages, �lters them, and converts them to temperature readings. The SCXI

unit is currently reading in 13 thermocouple inputs, but is capable of reading up to 32

thermocouple inputs.

To ensure uninterrupted operation of the gasi�er system, the PXI is operated as a stand-

alone unit. This allows for operation of the gasi�er if communication is temporarily lost

with the Host PC. Additionally, the Host PC, PXI, and SCXI are powered through a battery

backup to allow for proper shut down of the gasi�er system in the case of a power failure,

preventing any potential damage to the gasi�er and personnel.

2.7 Syngas processing

There are several options available for processing the syngas after it has been extracted

from the gasi�er. These options include dropout tanks (for removal of tar and other byprod-

uct), particulate �ltering, sulfur removal, gas analysis, and test stands.

The dropout tanks were fabricated in-house and feature large expansion chambers to

allow solids to drop out of entrainment, and incorporate cooling lines and jackets to facilitate

condensation of any residual steam remaining in the syngas. The particulate �ltering is

provided by a Norman 4300 Series in-line �lter. The porous sintered stainless steel element

that is currently installed has an absolute �lter rating of 0.5 � m (0.2 � m nominal) and

can collect up to 60 grams of solid mass. A proprietary sulfur sorbent provided by TDA
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Research, Inc. is used for the removal of sulfur species in the syngas. The sorbent is used

as a packed-bed system and typically ran in-line after the particulate �lter. If downstream

processing of the syngas is desired (e.g., hydrogen separation, sulfur removal, water-gas shift,

Fischer�Tropsch), test stands can be directly attached to the extraction probe or after the

dropout tank.

An Agilent 490 Micro Gas Chromatograph (GC) is used to analyze the gaseous products.

The GC has three channels installed (capable of four), two MolSieve 5Å(MS5A) columns

and one PoraPlot U (PPU) column, and uses ultra-high purity (UHP) grade nitrogen and

helium as the carrier gases. The �rst MS5A channel uses nitrogen as the carrier gas and

measures hydrogen concentration. The second MS5A channel uses helium as the carrier gas

and measures argon, nitrogen, methane, and carbon monoxide. The PPU channel also uses

helium as the carrier gas and measures carbon dioxide, hydrogen sul�de, carbonyl sul�de, and

lower hydrocarbons (up to C6). In addition to the micro GC, a Fourier Transform Infrared

(FTIR) spectrometer with a long pass cell is available for measuring water concentrations.

In the current con�guration, the GC can provide a full analysis in two minutes � measur-

ing hydrogen, argon, nitrogen, methane, carbon monoxide, carbon dioxide, hydrogen sul�de,

carbonyl sul�de, and up to C3 hydrocarbons. The MS5A channels have a detection limit of

10 ppm and the PPU channel has a detection limit of 1 ppm. The relative standard deviation

(RSD) for each channel is less than 0.5% at constant temperature and pressure.

For personnel safety, there are two RAE Systems gas monitors installed, a QRAE 3

and a ToxiRAE Pro. The QRAE 3 provides detection of carbon monoxide, lower-explosive

limit (LEL), hydrogen sul�de, and oxygen concentration, while the ToxiRAE Pro provides

detection of hydrogen. The primary purpose for these monitors is to detect any potential

leaks coming from the gasi�er or the product stream lines.

2.8 Summary of capabilities

The capabilities of the CSM gasi�er are summarized in Table Table 2.2. The `Total

Argon' parameter includes argon for coal entrainment, purging the vessel, and quenching
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the syngas. The values listed in the `Min' column are the lowest achievable values that are

nonzero. The minimum and maximum `Residence Time' values are the residence times that

are expected to be achievable using a translatable extraction probe. It should be noted

that the `Residence Time' values are currently calculated assuming plug �ow and therefore

represent the residence times of the bulk gas. The `Heater Power' parameter is the power

used by the SiC heaters in each zone (i.e., per four heaters).

Table 2.2: Overview of the capabilities of the CSM gasi�er.

Parameter Min Max Nominal Units
Temperature 25 1650 1500 °C

Pressure 1 40 10 bar
Solids Feed 2 20 3 g/min

Oxygen 0.2 35 0.6 SLPM
Water (Steam) 0.014 1.40 0.125 SLPH

Argon (Entrain) 2 50 3 SLPM
Total Argon 3 160 8 SLPM

Residence Time < 0.1 15 6 s
Heater Power 0.1 4 2 kW

2.9 Initial characterization results

The data presented in this section is a comparison of the syngas composition at a set pres-

sure, temperature, and feed rate, while varying only the oxygen concentration. The coal used

for this study was low-sulfur subbituminous coal from the North Antelope Rochelle Mine in

the Powder River Basin (USA). An ultimate analysis of the coal used in the characterization

studies is provided in Table Table 2.3.

For reference, the oxygen used is taken to be a percentage of the oxygen required for

complete combustion (CC), calculated from the coal feed rates and the composition based

on the ultimate analysis. The steam value is similar � the baseline (100 %) is taken to be

the stoichiometric amount of steam required to completely gasify the coal; therefore a value

of 33 % excess would equate to 133 % of the steam required for gasi�cation using only steam.

The parameters used for the characterization study are summarized in Table Table 2.4.
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Table 2.3: Ultimate analysis of the coal feedstock used in the characterization testing of the
CSM gasi�er.

Dry Basis As Received
(% mass) (% mass)

Carbon 69.0 59.4
Hydrogen 4.28 3.68

Oxygen 18.3 15.7
Nitrogen 1.29 1.11

Sulfur 0.30 0.26
Ash 6.84 5.89

Moisture � 14.0
BTU/lb 11638 10015

Table 2.4: Parameters used for testing the e�ect of oxygen addition on syngas composition.

Parameter Value
Pressure (bar) 5

SiC Wall Temperature (°C) 1400
Coal Feed Rate (g/min) 3

Total Argon (SLPM) 8
Oxygen (% for CC) 0 to 35
Steam (% excess) 33
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A graphical representation of the data is shown in Figure 2.13. It should be noted

that the data presented has been normalized to only the primary components in the syngas

(hydrogen, carbon monoxide, carbon dioxide, and methane) � all other gases, primarily

argon, have been excluded. Also, each data point represents the average of a minimum of at

least four GC analyses, and the error bars on the graph are the standard deviation at each

data point.
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Figure 2.13: Concentration of hydrogen, carbon monoxide, carbon dioxide, and methane in
syngas as a function of the amount of oxygen added. Data have been normalized. Error bars
depict standard deviation for each data point.

The most notable trends for this data set are the increasing carbon dioxide concentration

and simultaneous decreasing hydrogen and carbon monoxide concentrations as the oxygen

concentration is increased. The addition of oxygen changes the reaction pathways through

the increased heat release from partial combustion and the available reactants during the

gasi�cation reactions, thus changing the equilibrium composition. Methane concentrations

are believed to be low throughout the oxygen sweep due to the excess of steam in the reactor,

promoting the steam-methane reforming reaction.
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At 30 % oxygen, a signi�cant increase in the standard deviation can be seen for the

hydrogen, carbon monoxide, and carbon dioxide data points. The cause of the increase

is believed to be due to a temporary pulsing in the solids delivery system which caused

�uctuations in the coal feeding rate. Since the pulsing was continuous, it did not a�ect the

average value for each of the data points.

The equilibrium gas-phase temperature is estimated to be approximately 1200 °C. This

estimation was performed by comparing the actual composition of the product stream to

the equilibrium composition predicted by STANJAN as a function of temperature [88]. The

computed equilibrium temperature is 200 °C below the reactor wall temperature. This lower

temperature is expected due to several factors including: the reactants are injected at low

temperature (approx. 20 °C), the steam enters at 800 °C, and the developed �ow is laminar

(ReD � 80) leading to signi�cant radial and axial gas temperature variation.
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CHAPTER 3

NEW GASIFIER MODIFICATIONS

In order to have a highly-characterized experiment, several modi�cations to the gasi�er

were required. These modi�cations included the addition of pyrometers, optical access to

and through the reactor core, a new injector, a new extraction probe, and a sample holder

for the single feedstock particles.

3.1 Pyrometers

While the thermocouples provide a temperature measurement of each zone inside of the

gasi�er, they do not provide an accurate temperature of the silicon carbide reactor column

as they are ��oating� between the heaters, the insulation, and the reactor column. In order

to directly measure the wall temperature of the reactor column, three Micro-Epsilon CTratio

two-color pyrometers were installed on the gasi�er at the optical ports in Zones 1, 2, and 4

on the gasi�er (Figure 3.1(a)). The original class 300 steel �anges on the orthogonal optical

ports of the gasi�er were replaced with class 600 stainless steel �anges with a hole and o-ring

groove machined in the center to house a sapphire window. The modi�ed �anges also contain

a purge line to prevent convective loops from developing between the reactor core and the

cold �ange. The pyrometers are mounted to the gasi�er using a custom mount system that

provides four degrees of freedom (Figure 3.1(b)) and a 1/2 inch diameter hole was drilled

through the refractory insulation to provide line-of-sight to the reactor core. An example of

the view of the reactor core as seen by the pyrometers is provided in Figure 3.1(c).

3.2 Optical access

Optical access to and through the center of the reactor column was required to make

in-situ gas-phase temperature measurements and to allow for in-situ viewing of the sample

and sample holder. This required modi�ed �anges, drilling through the internal insulation,
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(a) Pyrometers mounted on the gasi�er in Zones 1,
2, and 4.

(b) External mount for the pyrometers.
The optical mount system allows for four
degrees of freedom for line-of-sight to the
reactor core.

(c) View of the reactor core as seen by the
pyrometers. Temperature of the reactor
core in this image is approximately 1250
°C.

Figure 3.1: Pyrometers installed on the gasi�er.
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a custom reactor column, and custom optical components that are capable of 1400 °C in a

steam environment. In Figure 3.2(a), an isometric view of the injector, SiC reactor column,

optical components, and extraction probe is shown. The �anges shown in the image are

located on the gasi�er vessel itself, which is not shown.

Figure 3.2(b) provides a front section view of the optical components that allow for

�ange-to-�ange line-of-sight through the reactor column. A custom silicon carbide reactor

tube was machined with a pair of through holes located at Zone 2. The silicon carbide tube

is sealed with tapered sapphire windows (22.6 degrees) which are held in place using a pair

of alumina tubes. The inner alumina tube presses directly on the sapphire window and is

held in place via a spring that presses against the inside of the �ange. The outer alumina

tube is used to house the sapphire window during insertion and has a small rim on the end

with a diameter slightly smaller than the wide end of the tapered window to allow for the

window to be retracted with the tube. The silicon carbide tube was machined with �ats

surrounding the holes to ensure that the tapered sapphire windows would properly seal in

the holes. The external �anges are custom machined to allow for sapphire windows with

o-ring seals in the center as well as a gas purge line. A CAD rendering of the gasi�er and

laser diagnostic mounted in Zone 4 is shown in Figure 3.3. Both the inner and outer sapphire

windows were wedged (2 and 3 degrees, respectively) to reduce the e�ect of etalons during

optical measurements.

3.3 Injector

The original injector design for the gasi�er, previously shown in Figure 2.9, was designed

for delivering powdered feedstock along with oxygen and steam into the reactor column.

It consisted of multi-stage mixing and radially injected the steam into the axially �owing

argon and feedstock cloud to create a turbulent regime for rapid mixing of the reactants.

This injector is best suited for syngas generation, and is limited in utility in detailed kinetics

studies due to the poor preheating of the steam and the turbulence it generates. Additionally,

it is di�cult to seal the injector to prevent reactants from leaking out or external argon from
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(a) Isometric view of the full assembly including the injector, silicon carbide reactor column, optical
components, and extraction probe. The distance between the base of the injector and the sample is
approximately 425 mm and the distance between �ange windows is approximately 570 mm. The �anges
shown are located on the gasi�er vessel itself (not shown).

(b) Front section view of the optical components to provide �ange-to-�ange line-of-sight through the
reactor column. The silicon carbide tube is sealed with tapered and wedged sapphire windows which
are held in place using a pair of alumina tubes. The alumina tubes are then held in place via springs
(not shown) that press against the �anges. The external �anges have been custom machined to allow
for sapphire windows in the center.

Figure 3.2: CAD renderings of the full assembly for the single particle study.
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Figure 3.3: CAD rendering of the laser diagnostic used for the in-situ gas-phase temperature
measurements mounted in Zone 4 of the gasi�er. The orthogonal port (center) is for the
pyrometer.

entering into the reactor core.

To ensure an ideal environment for detailed char kinetics studies, several injector designs

were proposed and simulated. The �rst design that was fabricated is shown in Figure 3.4.

This injector consisted of a concentric inner and outer alumina support with a SiC heater

inside of the inner support. A stainless steel ring provides the inlet ports for the gases (e.g.,

steam and argon) and vertical separation of the alumina supports. The stainless steel ring

has ceramic gasket insulation on the top and bottom to form a seal between the alumina

supports, and the outer alumina support has the same ceramic insulation to seal against the

top of the SiC reactor column. The primary bene�ts of this new injector include that it is

capable of preheating the reactants (i.e., steam) to temperatures above 1200 °C, it produces

a laminar �ow (with the option for a �ow straightener for higher volumetric �ow rates), and

contains the reactants inside of the reactor core and prevents external argon from entering.

Initially, a type C thermocouple shielded with niobium foil inside of an alumina tube was

inserted through the center of the heater for temperature control; however, this created an
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induction heater from the alternating current in the heater and the niobium foil which melted

both the alumina tube (melting point of 2072 °C) and the niobium foil (melting point of

2477 °C). The resulting e�ects are shown in Figure 3.5. Remarkably, the thermocouple did

not melt as it is tungsten-based (melting point of 3422 °C) and remained functional until it

was removed. The heater was subsequently controlled through the power applied to it.

Unfortunately, both the inner and outer alumina supports fractured after several runs

during the preliminary testing, as shown in Figure 3.6. The cause of fracture was attributed

to the thin walls that were required in order to meet the tight design tolerances and thermal

cycling.

As the alumina injector had a fabrication lead time of approximately 8 weeks, it was

decided to fabricate a replacement injector in-house using stainless steel (SS). The injector

ring from the previous design served as the base to which a 1.5 inch diameter SS 304 tube

was welded to the inner rim. A 3/16 inch thick SS 304 disk was then welded to the end of

the tube to seal the tube. A CAD rendering of the new SS injector is shown in Figure 3.7.

This design functioned well and served as the injector for the experimental testing.

Similarly to the alumina injector, the new SS injector was sealed to the SiC reactor

column using a ceramic gasket made from multiple layers of ceramic insulation. The gasket

was used between the bottom of the injector ring and the top of the SiC reactor column.

Figure 3.8 shows an image of one of the ceramic gaskets used where a compression ring

can be seen demonstrating that there was a tight seal between the reactor column and the

injector ring.

3.4 Extraction probe

The original extraction probe for the gasi�er is designed to allow for the full length of the

reactor column to be used for gasi�cation reactions as it is a �xed probe that extracts gases

at the bottom of Zone 4. For a single particle study, an extraction probe is required that can

access Zone 2 and provide a method for inserting and removing a single char particle while

the gasi�er is at temperature and pressure (i.e., up to 1400 °C and 15 bar simultaneously)
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(a) Isometric section
view of the �rst lam-
inar �ow injector.

(b) Annotated front
section view of the
�rst laminar �ow in-
jector.

Figure 3.4: CAD renderings of the �rst laminar �ow injector. The overall length is 320
mm and the long section has an outer diameter of 45 mm. The annulus between the two
alumina supports is 1 mm wide. In (b): (1) silicon carbide heater. (2) inner alumina support.
(3) outer alumina support. (4) silicon carbide reactor column. (5) stainless steel injector
ring and sealing insulation. Steam enters the injector through the injector ring, �ows down
through the annulus between the alumina supports while being heated, and exits at the base
of the outer alumina support.
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(a) Thermocouple and shielded protection tube inside of the SiC injector heater. The niobium foil used for
shielding inadvertently created an induction heater when the injector heater was powered.

(b) Melted alumina thermocouple protection tube and niobium shielding.

Figure 3.5: Damaged shielded thermocouple protection tube from induction heating.

(a) Damaged inner alumina support. (b) Damaged outer alumina support.

Figure 3.6: Images showing where the fractured areas of the inner and outer alumina supports
of the �rst injector.
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(a) Isometric view of the
stainless steel injector.

(b) Annotated front view of
the stainless steel injector.

Figure 3.7: CAD renderings of the replacement stainless steel injector. In (b): (1) silicon
carbide heater; (2) stainless steel housing; (3) silicon carbide reactor column; (4) stainless
steel injector ring with ceramic gasket below.
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Figure 3.8: One of the ceramic gaskets used to create a seal between the SS injector and the
SiC reactor column. A compression ring can clearly be seen demonstrating that there was a
tight seal.

� a non-trivial task.

To accomplish this, a water-cooled translatable extraction probe was designed as shown

in Figure 3.9. At the very center of the extraction probe is a translatable 1/4 inch rod (a 1/4

inch stainless steel sealed tube) that can be translated throughout the entire length of the

probe and can also be completely removed. At the tip of this rod is a 1/8 inch adapter rod

that has been welded in place to secure the titanium sample holder, designed speci�cally to

hold a single char particle. The titanium sample holder freely rests on the 1/8 inch rod and

will be discussed in more detail in the following subsection. External to the 1/4 inch rod is

a water jacket, comprised of a 3/8 inch inner tube, a 1/2 inch ba�e tube, and a thick-walled

3/4 inch outer tube. The inner tube and outer tube are welded together at the top and all

tubes have Swagelok tee connections at the bottom for water �ow. Argon is �owed in the

annulus between the 1/4 inch translatable rod and the inner 3/8 inch water jacket tube to

provide a cold, inert environment for the particle and to prevent steam from entering and

condensing inside of the water jacket tube. External to the water jacket is a layer of �exible
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high-performance insulation (APA-2 from Zircar Ceramics; secured using ceramic thread).

The tip of the probe is insulated with rigid zirconium oxide insulation (Type FBD from

Zircar Zirconia; custom machined in-house).

A te�on seal in a Conax PG2 �tting is used to seal against the translatable 1/4 inch

rod. Just above the Conax �tting is a 3/8 inch Swagelok ball valve used to isolate the

system while the translatable rod and sample are removed. To do this, the translatable rod

is extracted to the point where the tip of the titanium sample holder is slightly below the

ball valve but is still being sealed by the Conax �tting. The ball valve is then closed, the

Conax �tting opened slightly to bleed o� pressure in the tube below the ball valve, and then

the rod, sample holder, and sample are removed. Images of the physical extraction probe

are shown in Figure 3.10, and in Figure 3.10(b) the inlet and outlet ports are labeled for

each of the gas and water lines.

3.5 Sample holder

The �rst design of the sample holder to hold the AC particle is shown in Figure 3.11. The

material used was machinable (green) alumina (960) from Cotronics Corp. which was then

machined in-house. The nominal diameter of this sample holder was 0.20 inch after it had

been �red at 1400 °C and it had a nominal overall length of 1.5 inches. The base had a 1/8

inch hole to allow for mounting to the tip of the translatable rod. The pedestal at the top

of the sample holder was ground using a 1 inch diameter abrasive sphere to create a curved

surface to prevent particles from falling o� during translation. One notable feature of this

sample holder is the notch or �neck� at the top. The width of the notch is 0.25 inch and has

a nominal diameter of 0.05 inch. This notch was included as modeling studies demonstrated

that it helped to thermally isolate the sample and pedestal from the tip of the translatable

rod by increasing the thermal resistance through the sample holder. The modeling studies

are detailed in Section 3.6.

While the preliminary results using the alumina sample holder were positive, machining

the narrow notch proved di�cult and required a signi�cant amount of time, and the �red
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(a) Isometric view of the translatable extraction probe
inside of the SiC reactor column.

(b) Annotated front view of the translatable extrac-
tion probe.

Figure 3.9: CAD renderings of the translatable extraction probe. In (b): (1) silicon carbide
reactor column; (2) optical ports machined into the reactor column; (3) char sample; (4)
titanium sample holder; (5) insulation; (6) water jacket loop; (7) translatable rod.
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(a) View of the full
extraction probe.

(b) Base of the physical extraction
probe with annotations.

Figure 3.10: Physical extraction probe. The overall length is 70 inches. In (b): (1) �ange
to mount to the gasi�er; (2) exhaust port; (3) cooling water outlet; (4) cooling water inlet;
(5) argon quench inlet; (6) isolation valve; (7) Conax te�on seal and �tting; (8) translatable
rod.
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(a) CAD
rendering
of the
alumina
sample
holder.

(b) Physical alumina
sample holder. Surface
has been coated with a
high-emissivity coating.

Figure 3.11: CAD rendering and physical alumina sample holder (original design). The
physical alumina sample holder was coated with a high-emissivity coating to improve the
warm up time.
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alumina was fairly brittle (if the sample holder got caught on a lip in the base of the extraction

probe, it would often break at the notch). Additionally, the width of the notch was limited

to the width of the carbide tool as multiple passes would break the pedestal o�.

To address these issues, the material for the sample holder was changed to pure titanium

(grade 2; > 99.3 %). Pure titanium was chosen as the replacement material as it has a melting

point above 1600 °C, the increased ductility (compared to alumina) made it signi�cantly

easier to machine and also allowed for a longer notch to be machined, and it is fairly cheap

(a 6 inch length of 3/16 inch diameter rod is less than $3 from McMaster-Carr at the time

of writing). A CAD rendering and an image of an oxidized titanium sample holder are

presented in Figure 3.12. The titanium sample holder has a diameter of 3/16 inch and a

nominal length of 1.7 inches, with a nominal notch diameter and width of 0.05 inch and 0.7

inch, respectively. A 1/8 inch hole was drilled into the base of the sample holder as well to

allow for it to be mounted on the tip of the translatable rod. The pedestal at the top has a

135° cone machined into it to prevent particles from falling o� during translation.

While the alumina sample holders required a high-emissivity coating to enhance radia-

tive heat transfer, the coating was not required for the titanium sample holders. As tita-

nium forms a high-emissivity oxide layer when exposed to an oxidizing environment at high

temperatures, each sample holder was inserted into the gasi�er and exposed to the steam

environment to form this oxide layer. An oxidized sample holder is shown in Figure 3.12(b).

The total emissivity of oxidized titanium has been shown to be relatively independent of

temperature between 150 °C and 1000 °C with a value of approximately 0.85 [89]. An ad-

ditional bene�t is that if a part of the oxide layer �aked o�, it is regenerated when it is

exposed to the high temperature steam environment. The titanium sample holders proved

to be much more reliable and were used in the experiments.

3.6 Modeling results

In order to determine the experimental conditions given the boundary conditions and to

ensure that the experimental conditions were satisfactory, extensive modeling analyses were
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(a) CAD
rendering
of the
titanium
sample
holder.

(b) Physical titanium sample
holder after several experimen-
tal runs in the reactor.

Figure 3.12: CAD rendering and physical titanium sample holder. Nominal diameter and
length are 0.20 inch and 1.5 inches, respectively
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performed. This included modeling of the injector, extraction probe, sample holder, and

steam temperature. CFD modeling was performed using SolidWorks Flow Simulation and

ANSYS Fluent.

3.6.1 Injector simulations

The primary objective of modeling the stainless steel injector was to determine the tem-

perature of the steam at the base of the injector as it enters the main section of the reactor

core, as this is used as an input to the steam temperature simulations (Section 3.6.4). These

simulations were performed in SolidWorks Flow Simulation and used 1/4 symmetry through

the axis of the injector and reactor core and used approximately 1.0 million cells. Steam did

not participate in radiation therefore these simulations are taken as conservative estimates.

The boundary conditions used in the simulations are provided in Table 3.1 and the mesh

parameters are provided in Table 3.2.

An example of the resulting temperature pro�le is shown in Figure 3.13. In this sim-

ulation, the gasi�er was at 1400 °C and 15 bar, the injector heater was at 200 W, and

steam enters at 200 °C. The steam at the base of the injector has an average temperature of

1250 °C. All injector simulations demonstrated that the stainless steel injector was able to

adequately preheat the steam across all experimental conditions (i.e., the steam exited the

injector region within 175 °C of the actual gasi�er temperature).

3.6.2 Extraction probe simulations

The primary objective of modeling the extraction probe is to ensure that the argon used to

quench the particle upon retraction and to prevent steam from condensing in the extraction

probe line does not a�ect the steam concentration around the particle. These simulations

were performed in SolidWorks Flow Simulation and also used 1/4 symmetry through the

axis of the extraction probe and reactor column and used approximately 1.2 million cells.

The boundary conditions used in the simulations are provided in Table 3.3 and the mesh

parameters are provided in Table 3.4.
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Table 3.1: Boundary conditions used in modeling the injector.

Boundary Condition Value Units

Bottom SiC Wall Temperature 1000, 1200, 1400 °C

Top SiC Wall Temperature
Linear profile from bottom SiC wall 

temperature to 300 °C at top
°C

Pressure 1, 5, 10, 15 bar

Inlet Concentration 100 % steam at 200 °C -

Inlet Condition
(based on T & P)

1.47E-3 to 2.90E-2 g/s

SiC Injector Heater Power 50 W

Exit Condition
Static pressure equivalent to

reactor pressure
bar

Radiative Surfaces
SiC heater, SiC wall,

SS injector sheath
-

Table 3.2: Mesh parameters used in modeling the injector.

Mesh Parameter Value

Global Mesh 5

Mesh Refinement:
Global Domain

Level = 2

Mesh Refinement:
Table of Refinements

1.5
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Figure 3.13: CFD results showing the temperature pro�le of the steam being preheated by
the injector. Gasi�er conditions were 1400 °C and 15 bar with the injector heater at 200 W.
Steam enters the top of the injector at 200 °C and exits at an average temperature of 1250
°C.
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Table 3.3: Boundary conditions used in modeling the extraction probe.

Boundary Condition Value Units

SiC Wall Temperature 1000, 1200, 1400 °C

Pressure 1, 5, 10, 15 bar

Inlet Condition
100 % steam at the reactor 

temperature 
-

Inlet Velocity
0.05 m/s at centerline with a

fully developed profile
-

Exit Condition
Static pressure equivalent to

reactor pressure
bar

Argon Quench
(pressure based)

2.07 E-3,   1.04 E-2,
2.08 E-2,   3.13 E-2

g/s

Cooling Water 0.75 L/min at 20 °C -

Radiative Surfaces
SiC wall, particle, sample holder,

insulation, probe
-
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Table 3.4: Mesh parameters used in modeling the extraction probe.

Mesh Parameter Value

Global Mesh 7

Mesh Refinement:
Global Domain

Level = 2

Mesh Refinement:
Local Regions

Level = 2

Mesh Refinement:
Table of Refinements

1.5

Local Mesh:
X Max/Min

0 / -0.004 m

Local Mesh:
Y Max/Min

0.765 / 0.720 m

Local Mesh:
Z Max/Min

0 / -0.004 m

Local Mesh:
Fluid Cell Refinement

2

Local Mesh:
Solid Cell Refinement

2

Local Mesh:
Fluid/Solid Refinement

2
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An example steam concentration pro�le is shown in Figure 3.14. In this simulation,

the gasi�er was at 1400 °C and 5 bar and a �ow rate of argon approximately 20 % higher

than in the experiments was used. It can be seen that the steam concentration surrounding

the particle is greater than 99 % (the areas in blue show regions where steam concentration

drops below 99 %). Additionally, the simulations were run using the previous alumina sample

holder which is approximately 0.2 inches shorter than the titanium sample holders making

the simulations slightly more conservative.

Figure 3.14: CFD results showing the steam concentration pro�le at the location of the
sample. Steam concentrations around the particle are greater than 99 % by volume.
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3.6.3 Sample and sample holder simulations

The primary objectives of modeling the sample and sample holder were to ensure that the

steady state temperatures were close to the reactor wall temperature and that the time for

the sample and sample holder to reach steady state temperature was reasonable. Transient

simulations were performed in SolidWorks Flow Simulation and the results provided feedback

on how to improve the sample holder design. The boundary conditions and mesh parameters

used in the simulations are the same as those use in Table 3.3 and Table 3.4. The �rst sample

holder design was a solid alumina rod with a shallow, curved recess at the top to hold the

particles and prevent them from falling o� during translation. Figure 3.15(a) shows the

original �no-notch� design as well as the steady-state temperature pro�le at 1200 °C and 5

bar. The maximum temperature of the particle is 1160 °C and the temperature at the tip

of the holder is only 1100 °C.

To improve the steady-state temperatures, sample holder was modi�ed so that there was

a notch at the top to reduce the heat lost through conduction through the sample holder.

The modi�ed sample holder and the temperature pro�le under the same conditions are shown

in Figure 3.15(b). The resulting steady-state temperature was then increased to 1185 °C for

the particle and 1175 °C at the top of the sample holder.

As the material for the sample holder changed from alumina to titanium, it was possible

to machine a sample holder with a signi�cantly longer notch region. A longer notch region

provided two bene�ts: �rst, the heat loss through conduction is reduced further; second, the

overall mass of the sample holder is greatly reduced allowing for faster warm up times.

A simpli�ed transient simulation (only the sample, sample holder, and reactor core were

included) was performed to verify these bene�ts. The transient simulation was performed

for a gasi�er temperature and pressure of 1400 °C and 5 bar with the sample and sample

holder having an initial temperature of 30 °C. The remaining boundary conditions used in

the simulations are provided in Table 3.5 and the mesh parameters are provided in Table 3.6.
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Table 3.5: Boundary conditions used in modeling the sample holder.

Boundary Condition Value Units

SiC Wall Temperature 1400 °C

Pressure 10 bar

Inlet Condition 100 % steam at reactor temperature -

Inlet Velocity
0.05 m/s at centerline with a

fully developed profile
-

Exit Condition
Static pressure equivalent to

reactor pressure
bar

Simulation Time 10 s

Radiative Surfaces SiC wall, particle, sample holder -
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Table 3.6: Mesh parameters used in modeling the sample holder.

Mesh Parameter Value

Global Mesh 6

Mesh Refinement:
Global Domain

None

Local Mesh:
Region

10 mm cube around 
the particle

Local Mesh:
SSFRL

4

Local Mesh:
Curvature Criterion

0.451

Local Mesh:
Tolerance Level

3

Local Mesh:
Tolerance Criterion

2.50E-06
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(a) Steady-state CFD simulation of a solid sample
holder.

(b) Steady-state CFD simulation of a notched sample
holder.

Figure 3.15: Steady-state CFD simulations showing the e�ect of the notch on the sample
and sample holder temperature. The gasi�er temperature was 1200 °C and the pressure was
5 bar. The particle and holder tip only reach 1160 °C and 1100 °C, respectively, for the solid
sample holder while the particle and holder tip reach 1190 °C and 1180 °C, respectively, with
the notched sample holder.

The resulting temperature pro�le shown in Figure 3.16 is after 3 seconds. Immediately it

can be seen that the sample holder with the shorter notch region (left) takes a signi�cantly

longer time to heat up which can be attributed to the larger mass. The sample holder with

the longer notch region (right) has a signi�cantly smaller mass and is nearly equal to the

wall temperature. The particle and sample holder are at approximately 1300 °C and 1200

°C, respectively, in Figure 3.16(a), while the particle and sample holder are at approximately

1380 °C and 1350 °C, respectively, in Figure 3.16(b). The transient results in Figure 3.16(b)

are in agreement with the transient o�set analysis for particle warm up (Section 6.6).

3.6.4 Steam temperature simulations

The primary objective of modeling the steam in the reactor core is to verify that the steam

reaches thermal equilibrium with the reactor wall before interacting the particle. For this

model, ANSYS Fluent was required as steam participates signi�cantly in radiation in this

temperature range and it is better equipped to handle radiation with participating media.
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(a) Transient simulation of the original notched sam-
ple holder at 3 seconds.

(b) Transient simulation of the long notch sample
holder at 3 seconds.

Figure 3.16: Comparison of the temperature pro�les for the original notch (left) and long
notch (right) sample holders after 3 seconds. Due to the signi�cantly larger mass of the
original notch sample holder, it takes longer to warm up and has a lower temperature after a
�xed amount of time. The long notch sample holder, however, has signi�cantly less mass and
both the sample and top half of the sample holder are near equilibrium with the surroundings.

Figure 3.17 demonstrates the highly active nature of water (steam) in the infrared region.

The blackbody spectral radiance curve in Figure 3.17(a) shows the radiance as a function

of wavelength; it can be seen that the majority of the radiance is located between 1 µm

and 10 µm. Figure 3.17(b) and Figure 3.17(c) show the absorption specra (generated by

SpectraPlot [90]) for water and nitrogen (selected for comparison purposes only) at 1400 °C

and 5 bar with a path length of 5 cm. It can be seen that water is orders of magnitude more

active in the infrared region than nitrogen, in terms of both wavelength and absorption.

This is precisely the reason why gas-phase radiation needs to be accounted for in the CFD

model in order to get accurate temperature pro�les of the steam; if radiation participation

of steam is neglected at these temperatures, then the temperature pro�le will be grossly

underestimated.

With this in mind, Fluent was used to model the reactor core using 1/4 symmetry through

the axis of the core and approximately 500,000 cells. To model radiation, the discrete or-

dinates model was used with 4 wavelength bands (intervals). The absorption coe�cient for

each band was calculated inMatlab using the absorption data from SpectraPlot, and prop-
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(a) Blackbody spectral radiance curve at 1400 °C.

(b) Absorption spectrum for pure water at 1400 °C
and 5 bar with a 5 cm path length.

(c) Absorption spectrum for pure N2 at 1400 °C and 5
bar with a 5 cm path length.

Figure 3.17: Blackbody spectral radiance curve and absorption spectra for water and N2.
The blackbody curve is at 1400 °C and the absorption spectra are at 1400 °C and 5 bar with
a path length of 5 cm (mole fraction of each is 1). Blackbody curve shows the emissive power
distribution as a function of wavelength. Note the extreme di�erence in scale between the
water and N2 absorption spectra. All data are from SpectraPlot.com [90].
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erties for water at the reactor temperature and pressure were imported from Wolfram|Alpha.

The boundary conditions used in the simulations are provided in Table 3.7, the radiation

settings are provided in Table 3.8, and the mesh parameters are provided in Table 3.9.

Table 3.7: Boundary conditions used in modeling the steam temperature.

Boundary Condition Value Units

SiC Wall Temperature 1400 °C

Pressure (gauge) 19 bar

Inlet Condition 100 % steam at 1000 °C -

Inlet Flow Rate 3.20E-05 kg/s

Outlet Pressure (gauge) 19 bar

Radiative Surfaces SiC wall and steam -

The results shown in Figure 3.18 are at 1400 °C and 20 bar. The steam inlet (-0.38 m)

is set at 1000 °C to assume a worst case scenario (the conservative Flow Simulation injector

model predicted a minimum temperature of 1200 °C at 1400 °C and 15 bar). Additionally,

at 15 bar, the mass �ow rate of steam will be the highest as the velocity in the reactor core

is �xed at 0.05 m/s, thus there is more mass to heat up. In Figure 3.18(a), it can be seen

that the steam temperature quickly reaches the reactor wall temperature. In Figure 3.18(b),

an identical simulation is run except that the radiation model is turned o� in order to

demonstrate the e�ect of radiation on the steam temperature. It can be seen that signi�cant

temperature gradients exist in the reactor core and that the steam in the centerline of the

reactor does not reach the wall temperature before reaching the particle (0 m).
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Table 3.8: Radiation settings used in modeling the steam temperature.

Radiation Settings Value

Model
Discrete Ordinates;

4 bands

Theta Divisions 4

Phi Divisions 4

Theta Pixels 2

Phi Pixels 2

Energy Iterations per 
Radiation Iteration

2

Band 1
1-2 µm;

Abs. Coeff. = 2.77

Band 2
2-3 µm;

Abs. Coeff. = 34.66

Band 3
3-4 µm;

Abs. Coeff. = 5.86

Band 4
4-15 µm;

Abs. Coeff. = 59.84
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Table 3.9: Mesh parameters used in modeling the steam temperature.

Mesh Parameter Value

Element Size 7.50E-4 m

Size Function Uniform

Relevance Center Fine

Smoothing High

Physics Preference CFD

Solver Preference Fluent

Target Skewness
Program

Controlled

Nodes 486664

Elements 4.56E+05
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(a) Temperature pro�le of the steam inside the reactor with radiation included.

(b) Temperature pro�le of the steam inside the reactor without radiation.

Figure 3.18: Simulation results using ANSYS Fluent showing the temperature pro�le of the
steam inside the reactor with and without radiation included. Each line of dots represents a
radial position in the reactor; the top row represents the reactor wall and the bottom row of
dots represents the steam at the centerline. The steam inlet temperature is set to 1000 °C
and centerline velocity is 0.05 m/s. When steam participation in radiation is included (top),
the steam quickly approaches the wall temperature; however, when steam participation in
radiation is neglected, signi�cant temperature gradients exist and the steam does not reach
thermal equilibrium with the wall before reaching the particle (0 m).

89



CHAPTER 4

ACTIVATED CARBON FEEDSTOCK CHARACTERIZATION

As stated previously, a signi�cant amount of research has been devoted to the study

of char kinetics in the past half-century as the slower char gasi�cation reactions are rate

limiting and often determine the size, pressure, and temperature of the gasi�er necessary to

achieve complete conversion [91]. However, the majority of these studies utilize char that has

been generated from di�erent types of feedstock under various conditions and apparatuses

[14, 30, 67, 69, 92�94] while only providing limited information regarding the physical char-

acteristics of the char feedstock used. When char is generated in this traditional method, the

properties of the char produced are heavily dependent on the initial feedstock and generation

conditions (e.g., apparatus, temperature, pressure, atmosphere, heating rate, etc.) [14, 42].

Additionally, traditional char is usually produced in small batches, allowing for potential

variation between batches even while attempting to maintain consistent conditions. With-

out detailed information about the char itself, the utility of the results of the study to the

gasi�cation and modeling communities is signi�cantly reduced. It should be noted, however,

that oftentimes a thorough characterization of the char being studied is not performed for

many reasons including it can be time consuming and expensive, some analyses consume the

sample, and there might not be enough of the sample to perform analyses on.

A highly characterized and consistent surrogate char (i.e., physical morphology, com-

position, and reactivity) would provide a baseline feedstock for char kinetics studies. This

would allow for more repeatable and fundamental results to be obtained, thus facilitating

computational model development. Furthermore, the use of surrogates is not uncommon as

other research areas and industries routinely use surrogates to facilitate model development

and to provide a baseline for comparison of other fuels (e.g., the combustion industry uses

n-heptane and iso-octane for gasoline surrogates [95], and n-hexadecane for diesel surrogates
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[96]).

Ideally, a char surrogate would be physically consistent (e.g., composition, morphology,

reactivity, etc.) and come from a large-scale process such that it is easily obtainable and

not prohibitively expensive. Using these criteria, three potential char surrogates have been

identi�ed: carbon microspheres, synthetic char, and activated carbon (AC). Carbon micro-

spheres exhibit exceptional compositional and morphological consistency, but their useful-

ness is limited by the small particle size and high cost. Synthetic char is similar to the

chars traditionally used for gasi�cation studies. It is ideal as it is produced in a laboratory

environment so there is control of the characteristics of the char produced, however, it is

produced in smaller batches so there is potential for variation between the batches and the

overall yield can be relatively low. Activated carbon is a char-like material that is pro-

duced from a carbonaceous feedstock (e.g., coal, wood, coconut shell) that has been, most

commonly, exposed to steam or an acid wash at an elevated temperature (the �activation�

process) to develop the desired pore structure. While it might be expected that activated

carbon would exhibit a lower reactivity from thermal annealing due to relatively long-term

exposure to elevated temperatures, it is believed to be o�set by the oxidative environment

during production [94, 97].

By varying the conditions by which the activated carbon is produced, the physical prop-

erties of the activated carbon such as porosity, pore size, and surface area can be tightly

controlled. This gives activated carbon a wide range of uses including gas and liquid puri�-

cation, mercury scrubbing, metal �nishing, and various medical applications [98]. However,

as activated carbons are often produced for a speci�c application, it is critical that the phys-

ical properties of the activated carbon are consistent and thus the production conditions are

consistent. With the activated carbon industry exceeding USD 3.0 billion globally in 2015

[99], consistency is crucial to the industry as a whole.

If a speci�c feedstock and reactor is under investigation, then it would be obvious to use

that particular feedstock under the desired conditions instead of a char surrogate. However, if
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a fundamental study of char under various conditions was desired, then a highly characterized

surrogate with similar properties to those of char would be ideal. Furthermore, the use of a

char surrogate would allow for di�erent research groups around the world to use the same

base feedstock, allowing the results to be directly compared and potentially replicated.

Due to the required consistency, large-scale of the activated carbon industry, and wide

variety of activated carbon products, we investigated the use of activated carbon as a char

surrogate for char kinetics studies.

4.1 Experimental methods

Information regarding the samples, preparation methods, and measurement techniques

used are provided below.

4.1.1 Sample information

For this study, �ve activated carbon samples and one carbon microsphere sample were

investigated. The feedstocks for the activated carbon samples included bituminous (bit.)

coal, hardwood, and coconut shell, and activation methods included steam and acid wash.

The activated carbon samples were obtained in sample sizes ranging from 5 kg to 25 kg from

four di�erent vendors and the carbon microspheres were obtained in a 100 g batch from a

separate vendor. General information regarding each of the samples is given in Table 4.1. It

should be noted that two additional activated carbon samples were obtained (AC #5 and

AC #6), however they were omitted from this study due to their small native particle size

(< 44 � m).

Table 4.1: General properties of the potential char surrogate candidates.

AC #1 AC #2 AC #3 AC #6 AC #7 CM

Feedstock Bituminous coal Coconut shell Hardwood Coconut shell Coconut shell �
Activation method Steam Steam Acid wash Steam Steam & acid wash �

Native particle size (� m) 595�2380 595�1680 44�150 2380�4760 400�1680 10�20
Vendor A A B C D E
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4.1.2 Assumptions regarding the carbon microspheres

For the carbon microspheres, only the physical morphology, surface area, and reactivity

were investigated. This is due to the following assumptions that were made: the carbon

microspheres are composed of pure carbon with negligible impurities (> 99.99 % from the

safety data sheet [100]) and the carbon microspheres are dense spheres with negligible pore

structure (veri�ed in later sections).

4.1.3 Sample preparation

To prepare the samples for analysis, the as-obtained activated carbon samples were �rst

ground using a Vitamix 5300 blender with a dry grains container. The ground samples were

then sieved into 106�150� m and 150�212� m batch sizes with 8 inch stainless steel sieves

and a Retsch AS300 vibratory sieve shaker. The 150�212� m batch size was used for the

surface area and density analyses and the 106�150� m batch size was used for the ultimate,

proximate, and thermogravimetric analyses and SEM imaging.

For AC #3, the 106�150 � m batch size was used for all analyses due to the smaller native

particle size (44�150� m).

After the samples were ground and sieved into the batches, they were then dried and

degassed using a Jeio Tech OV-11 vacuum oven. The samples were slowly heated to 200

°C and held at that temperature for a minimum of four hours under partial vacuum (< 40

Torr dry N 2, due to limitations of the available vacuum pump). Additionally, the samples

analyzed by Particle Technology Laboratories were dried at 105 °C and degassed at 200 °C

under vacuum for 17 hours before all analyses (except for the carbon microspheres which

were degassed at 250 °C under vacuum for 16 hours). It is important to properly condition

activated carbon before analysis as activated carbon readily adsorbs moisture and oxygen

from the atmosphere which can directly a�ect the results of the analyses.
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4.1.4 Measurement techniques

Scanning electron microscopy (SEM) images were taken using the JEOL JSM-7000F

FE-SEM system here at CSM. Before imaging, the samples were brie�y gold coated (< 30

seconds). SEM images were obtained at 500X through 100,000X.

For reference, the de�nitions of density will follow the recommendations provided by the

International Union of Pure and Applied Chemistry (IUPAC) � true (skeletal) density is

the density of the material excluding the pores and interparticle voids, and bulk density is

the density of the material including internal pores and interparticle voids (di�erent than

apparent density, which is the density of the material including internal pores but excluding

interparticle voids) [101].

To calculate the tapped (bulk) density of the AC samples, tapped density measurements

were performed using a Quantachrome Dual Autotap system with a drop height of 3 mm by

Particle Technology Labs. To calculate the true density of the AC samples, helium pycnom-

etry was performed using a Micromeritics AccuPyc II 1340 system by Particle Technology

Labs.

The porosity, " , of the AC samples was calculated using the true density (� t ) and the

non-local density functional theory (NLDFT) total pore volume (VT ) measurements and the

following equation:

" =
VT

VT + 1
� t

(4.1)

While permeability (i.e., the interconnectedness of the pores) of the particles is not mea-

sured directly, there is some information of permeability contained in the subsequent mea-

surements as only connected and accessible pores can be probed.

For consistency, pore size classi�cations in this paper will also follow the standard as

recommended by the IUPAC � micropores have widths less than 2 nm, mesopores have

widths between 2 nm and 50 nm, and macropores have widths exceeding 50 nm [102].
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A 40-point adsorption and desorption isotherm using N2 at 77 K (via a Micromeritics

TriStar II 3020 system) provided the data for the surface area, micropore area, external area,

pore volume, and pore size calculations (performed by Particle Technology Labs). Both of

the Brunauer-Emmett-Teller (BET) and Langmuir surface areas were calculated using the

respective method [103, 104] and a minimum of 4 points in each analysis. Additionally,

the BET analyses adhered to the recommendations proposed by Rouquerol et al. [105].

Due to the low surface area of the carbon microspheres, a 5-point BET measurement was

made using krypton at 77 K as the gas adsorbate and pore analyses were not performed on

the carbon microspheres. The micropore and external areas were calculated using a t-plot

analysis (carbon black statistical thickness surface area, STSA [106]) and the BET surface

area. The pore volume and average pore diameter were calculated using the isotherm data

and the Barrett-Joyner-Halenda (BJH) method [107].

It is known that the BET, Langmuir, t-plot, and BJH analyses are not appropriate for

highly microporous materials as some of the core assumptions of these methods are not

applicable for micropores (e.g., how the monolayer and subsequent adsorbent layers form

does not apply in micropores, there is a limit to the thickness of the multilayer in micropores,

etc.) [101, 105, 108�113]. However, although the results from these methods may not provide

the true values for microporous materials, they can provide a relative basis for comparison

if applied consistently. Furthermore, the majority of the char characterization performed in

the literature uses these classical methods.

Pore size distributions yielding the pore volume and total pore area were obtained from

adsorption isotherms using CO2 at 273 K and N2 at 77 K interpreted using NLDFT with a

carbon slit pore model [114�116]. The analysis was performed by Particle Technology Labs

using a Micromeritics TriStar II 3020 system.

Non-local density functional theory provides an improvement over the classical methods

(BET, Langmuir, BJH, etc.) as it addresses the shortcomings of those methods (e.g., over-

prediction of surface area from capillary condensation, inability to accurately predict pore
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size distributions in microporous materials, etc.) and it also allows for micro- and meso-

porous regions to be accounted for [108, 117�119]. However, the NLDFT method does not

account for the external area of the samples, only the internal pore area.

Proximate and ultimate analyses were conducted by Hazen Research, Inc. using the

current ASTM D3172 standard for proximate analyses [120] and ASTM D3176 standard for

ultimate analyses [121].

To determine the activation energy of the AC samples, a Cahn TG 131 thermogravimetric

analyzer (TGA) was used for oxidation tests. Approximately 10 mg of each sample was placed

into a 14.1 mm tall by 16.8 mm ID ceramic bowl crucible. The sample was purged in the

TGA for 15 minutes in ultra high purity (UHP) N 2 at ambient temperature and pressure

before being heated at 10 K/min in UHP N2 to the desired temperature. The sample was

then held at the desired temperature for 10 minutes in UHP N2 to ensure thermal equilibrium

before being exposed to the reactant (zero grade air; 0.17 atm O2 partial pressure, 0.81 atm

total pressure in Golden, CO, USA).

The reaction temperatures ranged from 350 °C to 750 °C and each sample was exposed to

the reactant at temperature between 30 minutes and 4 hours, depending on the temperature

and sample. The data provided by the TGA was corrected for buoyancy e�ects by conducting

empty bucket tests and subtracting the empty bucket mass pro�les from the raw TGA data.

The data were analyzed on an ash-free basis and the Arrhenius-type plots were created

using the rate of conversion at X = 0.5. Each data point in Figure 4.3 is from a single TGA

measurement run. The TGA data was interpreted assuming a �rst-order global reaction

model (as is typical for this reaction [16, 66, 122]) of the form:

k =
� 1
W

dW
dt

=
1

1 � X
dX
dt

(4.2)

where W is de�ned as the instantaneous weight of the sample at timet. Fractional

conversion (ash-free) is de�ned asX = ( W0 � W)=W0, whereW0 is the initial weight of the

sample minus the weight of the residual ash.
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The reaction rate,k, may also be modeled in Arrhenius form under kinetically controlled

conditions as:

k = A0 exp
�

� Ea

RT

�
(4.3)

where theA0 and Ea parameters can be determined from the intercept and slope, respec-

tively, of an Arrhenius-type plot.

4.2 Results and discussion

The results obtained from the measurements previously listed are discussed below.

4.2.1 SEM images

SEM images of each of the samples are shown in Figure 4.1. The SEM images were col-

lected such that each subsequent magni�cation was performed at the center of the previous

image. For the activated carbon samples, at 500X it can be seen that there are two distinct

regions on the particles � smoother regions and then regions with signi�cant surface struc-

ture. Additionally, the AC #2, AC #6, and AC #7 samples have a signi�cant number of

large pores and channels (> 1 � m) visible on the surface while the AC #1, AC #3, and CM

samples appear to have fewer of these features. At 5,000X, the surface structure is shown

to be very jagged with the largest dimension typically being on the order of 1� m. Other

surface features such as larger pores and channels are also seen at this magni�cation. At

25,000X, features� 1 � m on the surface and the overall surface structure are seen. This

includes pores on the nanometer scale and surface contours. At 100,000X, mesopores, surface

contours, and other features are clearly visible.

For the carbon microspheres, at 500X it can be seen that the majority of the carbon

microspheres in the image are highly spherical and range in size from less than 10� m to

approximately 20� m. At 5,000X, it can be seen that a typical carbon microsphere is nearly

a perfect sphere and has a relatively smooth surface. At 25,000X, small surface features (�

1 � m) are seen. At 100,000X, it is con�rmed that the darker spots are not pores, but instead
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small pits and other surface irregularities.

SEM images of various char samples can be found in the literature [41, 67, 94, 123�125].

Russell et al. [41] provides SEM images of coal-based chars generated at 1300 °C in 3 % O2

in N2, and at 1000 °C in pure N2. Both of the low temperature chars (formed at 1000 °C)

resemble the activated carbon samples, while the higher temperature chars are signi�cantly

more porous, exhibit swelling, and have large openings throughout the particle. Kelebopile

et al. [67] provide SEM images of �y-ash from a circulating �uidized bed coal gasi�er

operating at 1000 °C and coal-derived chars from a laboratory drop-tube furnace in pure

N2 at 900, 1000, and 1100 °C. All four samples presented have similar jagged and angular

features and closely resemble the activated carbon samples, especially the coal and hardwood-

based samples. Alvarez and Borrego [94] provide SEM images of coal-based chars that have

undergone pyrolysis at 1300 °C in an inert atmosphere and chars that were pyrolyzed with 2

% O2 in N2 at 1300 °C. Although the images are zoomed in to a single region, it can be seen

that the char particles that have undergone the pyrolysis in the presence of oxygen more

closely resemble the activated carbon samples as the surfaces are more rough and irregular

than the char particles that were pyrolyzed in nitrogen only. Fisher et al. [123] provides

SEM images of low- and high-heating rate biomass chars in pure N2 and Ar at 850, 900,

and 1000 °C. The low-heating rate chars maintained the structure of the initial wood, and

are similar in appearance to the activated carbon samples, while the high-heating rate chars

exhibited a �deformed �brous structure� or an �exploded spherical shell structure.�

Sircar et al. [124] provides SEM images of pinewood sawdust and char generated at 827

°C in pure N2. The raw sawdust features smooth surfaces with parallel walls, while the char

is signi�cantly more wrinkled and warped. Additionally, the char has large channels leading

into the interior of the particle. Neither of these samples resemble the activated carbon

samples. Bouraoui et al. [125] provides SEM images of various biomass chars generated at

450 °C and 800 °C in pure N2. These char samples are similar to the pinewood saw dust and

char from Sircar et al. and bear little resemblance to the activated carbon particles.
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Figure 4.1: SEM images of the activated carbon and carbon microsphere samples. Each
subsequent magni�cation was performed at the center of the previous image. Top to bottom:
AC #1, AC #2, AC #3, AC #6, AC #7, carbon microspheres. Left to right: 500X, bar =
10 � m; 5,000X, bar = 1 � m; 25,000X, bar = 1� m; 100,000X, bar = 100 nm.
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4.2.2 Proximate and ultimate analyses

The results of the proximate and ultimate analyses (by mass) are shown in Table 4.3,

along with the analyses of selected chars from the literature. For reference, the moisture

content of each of the �as-received� samples in this study was less than 0.7 %.

From the compositional analyses in the literature, it is apparent that often times only

the ultimate analysis is reported and that only values for carbon, hydrogen, nitrogen, and

ash are typically provided. It should be noted that proximate analyses can be found for

many of the parent feedstocks of the chars (e.g., coal or raw biomass). For char-based

investigations, detailed information regarding the char itself tends to be more insightful

opposed to information about the parent feedstock. However, this is understandable as

ultimate and proximate analyses consume the char sample and there may not always be

excess char available for characterization, especially in situations where only a very limited

amount of char was generated.

From the proximate analyses, it can be seen that both AC #1 and AC #3 have sim-

ilar compositions to some of the chars in the literature while the other AC samples have

signi�cantly higher �xed carbon content and lower ash content. However, a lack of prox-

imate analysis data from the literature makes meaningful comparisons di�cult. From the

ultimate analyses, there exists a wide range of compositions in the samples from this study

as well as the char samples from the literature. It can be seen that the compositions of the

activated carbon samples fall well within the ranges of the compositions of the chars from

the literature. Additionally, all three of the coconut-based activated carbon samples have

very similar compositions, as seen in both the proximate and ultimate analyses. The notable

characteristics for these samples are the high carbon and �xed carbon content and the low

ash content (lowest of all the chars presented in Table 4.3).

100



Table 4.3: Proximate and ultimate analyses of the activated carbon samples and selected chars from the literature. db = dry
basis. * = reported as dry ash-free but adjusted to include ash. � = not reported.

Proximate Ultimate
Sample Feedstock Moisture Ash Volatiles Fixed Carbon C H N S Ash O

AC #1 Bituminous coal db 11 1:9 87 85 0:18 0:49 0:44 11 2:4
AC #2 Coconut shell db 0:83 3:1 96 93 < 0:01 0:45 0:061 0:83 5:2
AC #3 Hardwood db 5:7 15 79 82 0:57 0:40 0:025 5:7 11
AC #6 Coconut shell db 2:3 3:3 94 94 0:060 0:41 0:014 2:3 3:3
AC #7 Coconut shell db 2:5 3:3 94 94 0:12 0:42 0:045 2:5 3:3

CM � � � � 100 100 � � � � �

Char Y [19] Semi-anthracite 0:2 10:8 � � 88:1 0:09 0:90 0:56 10.8* < 0:0
Char D [19] Bituminous coal 0:2 14:0 � � 84:8 0:15 0:79 0:53 14.0* < 0:0

A [31] Bituminous coal db 18:8 1:4 79:8 79:7 0:5 1:3 � � �
C [31] Bituminous coal db 12:3 1:2 86:5 85:6 0:4 1:6 � � �

Char A [40] Brown coal � � � � 95:8 1:1 1:0 � 3:2 �

Orujillo [6] Wood matter 5:53 13:51 7:75 73:20 79:54 1:73 1:14 < 0:05 � 17:54
Pine [126] Pine � � � � 87:7 0:84 0:16 � 6:1 �
Oak [126] Oak � � � � 85:4 0:91 0:43 � 5:2 �

Eucalyptus [126] Eucalyptus � � � � 85:9 0:77 0:30 � 7:9 �
Almond Shell [126] Almond shell � � � � 87:9 1:07 0:25 � 9:9 �
Olive Stone [126] Olive stone � � � � 81:8 0:92 0:52 � 9:2 �

RDF 500 [127] Refuse-derived fuel � � � � 37:0 2:1 1:1 � 35:4 24:4
RDF 800 [127] Refuse-derived fuel � � � � 49:2 0:1 0:5 � 38:2 12:0
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4.2.3 Classical analyses: BET, t-plot, Langmuir, BJH

The results from the BET, t-plot, Langmuir, and BJH analyses are shown in Table

Table 4.4. It is quickly seen that the carbon microspheres have a speci�c surface area three

to four orders of magnitude lower than the activated carbon samples. For reference, the

carbon microspheres have a predicted speci�c surface area of 0.33 m2/g if it is assumed

that the carbon microspheres are dense spheres with a density of 1.5 g/cm3 and an average

diameter of 12� m. This comparison of the measured and predicted speci�c surface areas

along with the SEM images (Figure 4.1) demonstrates that the carbon microspheres have

negligible pore structure.

Of the activated carbon samples, the bituminous coal sample has the lowest speci�c

surface area by all metrics, but is comparable to other coal-derived chars [17, 32]. The

coconut samples have larger speci�c surface areas and also span a wide range. Finally, the

hardwood sample has the largest speci�c surface area. The t-plot data for the hardwood

sample appears to be particularly erroneous as the calculated external area is extremely large

and is greater than the micropore (internal) area. However, this is somewhat expected as

t-plot analyses are known to give inaccurate results when samples have high microporosity

[112].

The BJH pore volume and average pore diameter for all of the samples show similar

values with the exception of the hardwood sample, as it has a substantially higher speci�c

pore volume and a smaller average pore diameter.

Table 4.4: Surface area analyses using classical methods.

AC #1 AC #2 AC #3 AC #6 AC #7 CM Units

Feedstock Bit. coal Coconut Hardwood Coconut Coconut � �
BET speci�c surface area 704 1140 2230 1790 1190 0:58 m2/g

t-plot micropore area 534 1010 729 1610 1100 � m 2/g
t-plot external area 171 132 1500 185 89:1 � m 2/g

Langmuir speci�c surface area 790 1270 2440 1950 1320 � m 2/g
BJH pore volume (1.7-300 nm) 0:05 0:04 0:52 0:05 0:03 � cm 3/g

BJH average pore diameter 4:34 4:65 3:62 4:40 4:41 � nm
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The measured speci�c surface areas of selected chars from the literature are shown in

Table Table 4.5. It can be seen that there is a wide range of speci�c surface areas, ranging

from 22 to 700 m2/g. Additionally, there is typically a signi�cant di�erence between the N2

and CO2 speci�c surface areas � CO2 is always higher than its N2 counterpart. However,

this is expected and has been well documented in the literature [98, 128�132].

When comparing the BET speci�c surface areas of the activated carbon samples (Table

Table 4.4) to the surface areas in Table Table 4.5, it is obvious that the activated carbon

samples have consistently higher surface areas than those found in the literature. This

large di�erence in speci�c surface areas is attributed to the di�erent treatment processes

that activated carbon and char undergo. Char is typically generated through pyrolysis by

subjecting the parent feedstock to elevated temperatures in an inert atmosphere. Activated

carbon, however, is generated by subjecting the parent feedstock to elevated temperatures

in an oxidizing environment (i.e., steam or acid) thus producing a �char� with much more

surface area.

Table 4.5: Speci�c surface areas of selected char from the literature. BET = Brunauer-
Emmett-Teller method for surface area. DP = Dubinin-Polanyi method for surface area.

Sample Feedstock N2 BET (m 2/g) CO 2 (m2/g)

Yallourn [32] Coal 590 700 (DP)
Baiduri [32] Coal 320 500 (DP)
Taiheiyo [32] Coal 330 330 (DP)

Illinois #6 [133] Coal � 230 (BET)

PSOC-24 800 [69] HVB coal 22 687 (DP)
A [31] Bituminous coal � 300:2 (BET)
C [31] Bituminous coal � 264:5 (BET)

Wyodak [17] Subbituminous coal � 475 (BET)
PSOC-138 600 [69] Lignite coal 266 670 (DP)

Corn Stover [17] Corn stover � 453 (BET)
Pinewood Char [124] Pinewood 218 �

Faveira [125] Faveira 472 �
Spruce/Fir [125] Spruce/Fir 519 �
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4.2.4 NLDFT analysis: pore volume, pore area, pore size distributions

The results of the NLDFT analysis are shown in Table 4.6. The total pore area of

each of the samples for the NLDFT analyses follow the same trend as the surface areas

in classical analyses, with the coal sample having the lowest surface area, followed by the

coconut samples, and then the hardwood sample. However, the pore area of the hardwood

sample and the coconut sample (AC #6) is signi�cantly less than in the classical analyses.

This di�erence is believed to be caused by the highly microporous nature of the AC #3

(hardwood) and AC #6 (coconut) samples which is problematic for the classical analyses.

The speci�c pore volumes follow the same trend as the total pore area with the coal sample

being the lowest and the hardwood sample being the highest.

Table 4.6: NLDFT analysis of the activated carbon samples.

AC #1 AC #2 AC #3 AC #6 AC #7 Units

Feedstock Bit. coal Coconut Hardwood Coconut Coconut �
Pore volume (� 999.93 Å) 0:31 0:44 1:3 0:69 0:45 cm3/g
Total pore area (� 3.30 Å) 777:5 1240 1753 1589 1231 m2/g

The pore size (volume) distributions (PSD) and pore area distributions (PAD) for each of

the samples are shown in Figure 4.2. For all of the samples, it can be seen that the majority

of the pore volume and pore area comes from micropores (i.e., pores less than 2 nm wide).

For the pore volume, this contribution is over 82 % for AC #1, over 95 % for AC #2, #6,

and #7, and over 52 % for AC #3, and is over 96 % for AC #1, over 99 % for AC #2,

#6, and #7, and over 80 % for AC #3 for the pore area. All samples have three distinct

regions where the pore volume and area increases signi�cantly: centered at 0.37 nm and 0.53

nm, and from 1.08 nm to 1.30 nm. The hardwood sample has additional notable increases

centered at 2.31 nm and 2.63 nm. It can also be seen that the cumulative pore volumes for

AC #2, #6, and #7 are relatively �at from 2 nm to 100 nm, whereas the cumulative pore

volumes for AC #1 and #3 are steadily increasing in that range. This indicates a lack of
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meso- and macroporosity (at least up to 100 nm) in the coconut samples (AC #2, #6, and

#7).

When comparing the graphs in Figure 4.2, an interesting observation is that for the PSD,

AC #3 has a signi�cantly higher pore volume than the other AC samples, whereas for the

PAD, AC #3 is still higher but by a signi�cantly smaller margin. This can be explained by

AC #3 having a much larger mesoporous structure, which contributes to the pore volume

but less so to the pore area.

Figure 4.2: Pore size and pore area distributions of the activated carbon samples. Left:
pore size distributions of the activated carbon samples. Right: pore area distributions of the
activated carbon samples.

4.2.5 Density and porosity

The results of the density and porosity analyses are shown in Table Table 4.7. For the

true density, it can be seen that the hardwood sample is the least dense, followed by the

coconut and bituminous coal samples. Table 4.8 provides true and apparent densities for

some chars from the literature. It is apparent that it is generally uncommon to �nd density

information about the char in the literature, especially the true density. When comparing
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Table 4.7 and Table 4.8, it can be seen that the true density of the hardwood AC sample is

similar to the chars in the literature, while the other AC samples have a 6 % to 40 % higher

true density. Additionally, the apparent densities of the chars in the literature are lower than

the bulk densities of the activated carbon samples (with the exception of the hardwood AC

sample and the Lower Wilcox char) which suggests that the chars in the literature have a

lower true density or are signi�cantly more porous.

Table 4.7: Density and porosity analysis of the activated carbon samples.

AC #1 AC #2 AC #3 AC #6 AC #7 Units

Feedstock Bit. coal Coconut Hardwood Coconut Coconut �
Tap (bulk) density 0:731 0:682 0:359 0:680 0:644 g/cm3

True density 2:020 2:050 1:615 1:862 2:138 g/cm3

Standard deviation 0:020 0:003 0:003 0:026 0:005 g/cm3

Porosity 38:5 47:4 68:1 56:2 49:0 %

Table 4.8: True and apparent densities of selected chars from the literature.

Sample Feedstock True Density (g/cm3) Apparent Density (g/cm3)

Blue #1 [134] Bituminous coal � 0:26
Wyodak [17] Subbituminous coal � 0:56

Lower Wilcox [134] Lignite coal � 0:68

Pinewood char [124] Pinewood 1:743 �
Orujillo [6] Wood matter 1:522 0:543

Corn Stover [17] Corn stover � 0:26

4.2.6 Activation energy

Arrhenius-type plots of each of the samples are shown in Figure 4.3. TGA data were

collected throughout all three reaction regimes to ensure that the activation energy was calcu-

lated using data points in regime I (i.e., the true activation energy) and to �nd the transition

between reaction regimes. The activation energy and frequency factor were calculated using

�ve data points in regime I and all R-squared values were greater than 0.99.
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It can be seen that each of the plots has distinct reaction regimes, with the transition

occurring between 500 °C and 650 °C depending on the sample. Regimes I and III are clearly

visible, while regime II occurs within a narrow temperature range and is not fully resolved.

However, the narrow region that regime II exists in is expected for such small particles [16].

Table 4.9 shows the values calculated for the Arrhenius parameters for each of the samples,

as well as parameters for selected char from the literature. A wide range of activation energies

is observed, ranging from 53.2 kJ/mol to 153 kJ/mol. It can be seen that the samples

investigated in this study all fall within this range.

Table 4.9: Arrhenius parameters for the samples in the study and selected chars from the
literature.

Sample Feedstock Reactant A (s� 1) Ea (kJ/mol)

AC #1 Bituminous coal Dry air 5:50� 108 136
AC #2 Coconut Dry air 1:20� 107 92:9
AC #3 Hardwood Dry air 1:51� 108 114
AC #6 Coconut Dry air 6:88� 107 112
AC #7 Coconut Dry air 2:06� 107 99:2

CM � Dry air 1:18� 109 137

Char Y [19] Semi-anthracite 30 % O2 6 � 105 140
Char D [19] Bituminous coal 30 % O2 9 � 104 153
Char A [40] Brown coal 10-30 % O2 � 127
Char [11] Coal Air � 129:7

Multiple [68] Various coals Air � 130

Char [135] Cellulose 10 % O2 1:2 � 106 117:2
LHR-850-T-290 [123] Torre�ed willow 12.5 % O2 1:12� 102 79:1

HHR-R [123] Raw willow 12.5 % O2 7:44 53:2
Multiple [126] Various biomass Air � 134�142

RDF 500 [127] Refuse-derived fuel 6.1-21.0 % O2 1:08� 1010 162
RDF 800 [127] Refuse-derived fuel 6.1-21.0 % O2 1:89� 109 162

Figure 4.4 shows plots of char conversion rate as a function of conversion of each sample

at 500 °C. All six pro�les are taken in regime I (kinetically-controlled), with AC #2 nearing

the transition temperature for regime II/III (apparent from Figure 4.3). The shapes of the

conversion rate pro�les for AC #1 and AC #3 are typical of regime I conditions as they
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AC #1 AC #2 

AC #3 AC #6 

AC #7 CM 

Figure 4.3: Arrhenius plots of the activated carbon samples and the carbon microsphere sam-
ple. Circles are data points used to calculate the Arrhenius parameters. X's are additional
data points showing the transition from regime I to III.
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have a rate of conversion peak below X = 0.4 [15, 30, 31, 57]. This is caused by an increase

in the surface area of the particles as the pores and pathways for reactant transport grow.

The rate of conversion then decreases as the pores coalesce and the surface area decreases.

Interestingly, the carbon microspheres have a similar pro�le to the AC #1 and AC #3

samples. Assumed to be dense spheres with negligible pore structure, it would be expected

that the carbon microspheres would exhibit a rate of conversion that is proportional to the

external surface area of a shrinking sphere (i.e., as predicted by the shrinking core model

[56, 124] � the rate of conversion would rapidly reach its peak at low conversion, steadily

decrease relatively linearly from X� 0.1 to X � 0.9, and then decrease at an accelerating

rate from X � 0.9 until full conversion). Instead, the rate of conversion slowly increases to

its peak around X = 0.25 followed by a decreasing rate of conversion until full conversion.

It should be noted that from X � 0.5 until full conversion, the rate of conversion for the

carbon microspheres does appear to follow the prediction given by the shrinking core model

and exhibits the notable accelerating decrease from X� 0.9 to full conversion.

The shapes of the conversion rate pro�les of AC #2, AC #6, and AC #7 di�er from the

pro�les of the other samples as there is a distinct region at the initial stages of conversion

(from X = 0 to X � 0.4) where the conversion rate plateaus before increasing again. This

trend in the conversion rate pro�le is apparent for all three samples and is present at nearly

all temperatures investigated although it begins to smoothen out at temperatures nearing

regime III. It is proposed that this characteristic is related to the feedstock as these three

samples are all derived from coconut shell. Similar pro�les for other biomass-derived chars

have been observed [123, 125].

4.2.7 Initial intrinsic reaction rate

To compare the intrinsic reactivities of the samples, the reaction rate at 2 % conversion at

500 °C was normalized using the BET speci�c surface area (SSA) measurements. Conversion

of 2 % was selected as it ensured that the oxidation reactions were taking place while being

early enough to still approximate the speci�c surface area as the measured speci�c surface
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Figure 4.4: Rate of conversion as a function of conversion for all samples at 500 °C.

area.

The intrinsic reaction rate is useful as it normalizes the apparent reaction rate to the

surface area, making the inherent chemical properties of the char and its reactivity with

respect to the given reactant more apparent. Thus it allows the reactivities of the samples

to be compared to one another. The BET surface area is used in these calculations as it is

most frequently used in the literature [17, 19, 30].

The initial intrinsic reaction rates are shown in Table 4.10. The activated carbon samples

have reactivities between 1.2� 10� 7 g/m 2/s and 1.0 � 10� 6 g/m 2/s which is appropriate for

chars [30], with AC #2 > #7 > #3 > #6 > #1. The carbon microspheres, however, have an

initial intrinsic reactivity that is two to three orders of magnitude higher than the activated

carbon samples. While the underlying reason for the signi�cant di�erence in initial reactivity

is not known, two potential explanations are that the carbon microspheres are inherently

more reactive (due to the structure of the carbon) or that the activated carbon samples have

a much lower active surface area while having a large total surface area [14, 136�139]. If the
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NLDFT pore area values are used instead of the BET surface areas for the initial intrinsic

reaction rates, the initial intrinsic reaction rates are all within the same order of magnitude.

A more complete intrinsic reaction rate analysis could be performed using a pore surface

area model, such as the random pore model [57], however, that is beyond the scope of this

analysis.

Table 4.10: Comparison of the initial intrinsic reaction rates for each of the samples at 500
°C.

Sample AC #1 AC #2 AC #3 AC #6 AC #7 CM

dX/dt (2 %; s � 1) 8:60� 10� 5 1:15� 10� 3 1:04� 10� 3 4:20� 10� 4 8:04� 10� 4 1:51� 10� 4

BET SSA (m2/g) 704 1140 2230 1790 1190 0.58
dX/dt/BET SSA (g/m 2/s) 1:22� 10� 7 1:01� 10� 6 4:66� 10� 7 2:35� 10� 7 6:76� 10� 7 2:60� 10� 4

NLDFT Pore Area (m2/g) 777 1240 1750 1590 1230 �
dX/dt/NLDFT Pore Area (g/m 2/s) 1:11� 10� 7 9:27� 10� 7 5:94� 10� 7 2:64� 10� 7 6:54� 10� 7 �

4.3 Summary of the AC feedstock characterization

Five activated carbon samples and one carbon microsphere sample were thoroughly char-

acterized by ultimate and proximate analyses, surface area measurements, pore size distribu-

tions, activation energy, and initial intrinsic reaction rate. In addition to the characterization,

these samples were also compared to selected chars from the literature. The activated carbon

samples were shown to have a high �xed carbon content of 79 % to 96 %, surface areas of 704

m2/g to 2230 m2/g compared to 22 m2/g to 700 m2/g from the chars in the literature, and

activation energies between 93 kJ/mol to 136 kJ/mol compared to 53 kJ/mol to 162 kJ/mol

from the chars in the literature. While the surface area of the activated carbon samples was

signi�cantly higher than the chars in the literature, it was shown that the high surface area

was caused by internal micropores which are of importance primarily in regime I conditions.

Additionally, there is a large variation in the properties of the chars found in the literature

(attributed to the wide range of initial feedstocks and preparation conditions). While the

activated carbon samples in this study have properties that di�er slightly from the chars in

the literature, their properties are well known and expected to be consistent throughout an
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individual batch given that activated carbon is produced on a commercial scale. Activated

carbon as a char surrogate would allow for improved comparison, replication, and modeling

of the results from char kinetics measurements.
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CHAPTER 5

EXPERIMENTAL METHODS

This chapter details the experimental procedures in preparing and testing the samples,

the test conditions used during the experiments, assumptions made regarding the experiment

and in the analysis, and sources of error.

5.1 Procedure

There were three main stages in performing this study: selecting and preparing the AC

particles (samples), testing the particles, and performing post-test analyses on the particles.

Each stage is described below.

5.1.1 AC particle selection and preparation

AC #1 was chosen as the feedstock in this study and served as a char surrogate. AC #1

was chosen as it was derived from bituminous coal, exhibits similar properties to the chars

in the literature, and the resulting conversion data can be compared more appropriately to

data in the literature as the studies performed at higher temperatures in steam used chars

derived from coal.

Individual particles of AC #1 were selected by hand, screened by mass using a stan-

dard laboratory balance (0.1 mg resolution), and then screened again using a Mettler Toledo

AX26-DR microbalance (2 µg readability). After this �rst round of screening, the AC par-

ticles were dried and o�-gassed in a vacuum oven at 105 °C under vacuum (< 10� 3 Torr of

UHP nitrogen) for a minimum of 10 hours. The samples were then individually sealed in

labeled glass vials containing argon through the use an argon-�lled glovebox and then were

weighed a �nal time using the microbalance to obtain their initial mass in a clean state.

After the masses of the �nal samples had been measured, the samples were again dried

and o�-gassed in the vacuum oven using the same procedure and then sealed in glass vials
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containing argon. This was done to preserve the clean state of the particles until testing in

the gasi�er. A total of 185 activated carbon particles were selected and prepared for testing.

5.1.2 Testing of AC particles

To test an AC particle, the particle was removed from its vial, photographed next to a

metric ruler (�0.09 mm to +0.10 mm) to provide approximate particle size data, and then

immediately placed on the titanium sample holder and inserted into the extraction probe.

The sample was then translated up into the gasi�er where it was exposed to the reactive

environment for a set amount of time. A GoPro camera was used to record the base of the

translatable rod to accurately measure the exposure time of the sample (29.97 frames per

second). After exposure to the reactive environment, the particle was translated back down,

removed from the extraction probe, and then returned to its glass vial for storage until the

post-test analysis.

5.1.3 AC particle post-test analysis

After completing the gasi�er testing, the AC particles were dried and o�-gassed in the

vacuum oven and sealed in glass vials containing UHP argon using the same procedure as

before. The particles were weighed using the microbalance to obtain a post-test mass before

being dried, o�-gassed, and sealed in argon a �nal time. A Cahn TG 131 thermogravimetric

analyzer (TGA; 1 µg readability) was then used to burn o� the remaining carbon in each

particle to determine the ash content.

5.2 Test matrix and parameters

The conditions used during the steam gasi�cation tests are summarized in Table 5.1.

5.3 In-situ optical measurements

In-situ optical measurements were performed using a novel frequency comb laser diagnos-

tic in order to provide qualitative data regarding the transient warm-up time of the sample

and the sample holder as well as supporting data on the gas-phase temperature directly
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Table 5.1: Target test conditions and parameters for the single particle study.

Parameter Value Units

Reactor pressure 1, 5, 10, 15 bar
Reactor wall temperature 1000, 1200, 1400 °C
Steam centerline velocity 0.05 m/s

Steam concentration 100 % (vol.)
Feedstock AC #1 �

above the sample. The qualitative warm-up measurements were performed at 1200 °C and

1 bar using a Canon Rebel T6s camera with a 55-250 mm telephoto zoom lens and two neu-

tral density 0.9 �lters (required to prevent saturating the camera's sensor) to record video

of the transient process. The conditions for the gas-phase temperature measurements are

summarized in Table 5.2.

Table 5.2: Test conditions and parameters for the gas-phase temperature measurements using
a novel frequency comb laser diagnostic. Steam was diluted in argon for concentrations below
100 %.

Parameter Value Units

Reactor pressure 1, 15 bar
Reactor wall temperature 1000, 1200, 1400 °C

Steam concentration 20, 35, 50, 100 % (vol.)

5.3.1 Surface pitting of sapphire windows

Over the course of testing, signi�cant deterioration of the tapered sapphire (Al2O3) win-

dows that seal the reactor column (Figure 3.2(b)) occurred. Images of a�ected windows are

shown in Figure 5.1. The pitting e�ect of steam was most pronounced at 1400 °C which

reduced the time data collection to less than two hours before the pitting would become

so severe that the signal from the laser diagnostic would be completely attenuated. The

deterioration of sapphire by steam has been observed in the literature and is attributed to

the formation of Al(OH) 3(g) [140].
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(a) Single sapphire window after
exposure to steam at 1200 °C.

(b) Single sapphire window after
exposure to steam at 1400 °C.

(c) Two sapphire windows after
exposure to steam at 1400 °C
stacked on top of each other.

Figure 5.1: Sapphire windows after exposure to steam at 1200 °C and 1400 °C. An insignif-
icant amount of surface pitting can be seen on the sapphire window that was only exposed
to steam at 1200 °C (left). Signi�cant pitting is observed on the windows that were exposed
to steam at 1400 °C (middle and right). This surface pitting increased the di�culty of the
in-situ optical measurements as the pitting would attenuate the signal over time.

5.4 Assumptions

In performing this experiment, there are �ve key assumptions that are made regarding

the experimental conditions and the data collected:

1. All sample mass is accounted for (i.e., no mass is lost before, during, or after testing).

2. All reactions are instantly quenched upon retraction of the particle into the probe.

3. The steam concentration of the impinging �ow on the particle is 100 % (by volume).

4. The variation in physical properties between individual particles follows a normal dis-

tribution centered around the values of the bulk properties.

5. The transition from the cold, inert environment to the hot, reactive environment occurs

halfway through the translation period.

The �rst assumption is critical to the analysis of the results as the calculation for con-

version is dependent on the mass of the particle (see Eq. (1.4)). However, this assumption
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is believed to be justi�ed as the particles remained intact for the majority of the testing and

there were no obvious signs that particle fracturing occurred.

The second assumption is believed to be justi�ed as only a relatively small decrease in

temperature is required for reactions to be e�ectively quenched. This decrease in temperature

is expected to occur rapidly as there is a large initial temperature di�erence between the

particle and the inside of the probe.

The third assumption is believed to be justi�ed from the results of the CFD models of the

extraction probe (Section 3.6.2). The fourth assumption provides the basis for the analysis

of the standard deviation of conversion due to the use of individual particles (Section 6.4).

Finally, the �fth assumption is utilized in determining the exposure time of the particle.

This assumption �nds support from the CAD drawings of the extraction probe and the steam

concentration pro�les from the CFD analyses.

5.5 Sources of measurement error

There are two main areas where error is present in this study: in the raw data from the

mass and time measurements and in the boundary conditions. Each is described in more

detail below.

5.5.1 Error in the raw data

There are only three sources of error in the raw data for conversion as a function of time.

The �rst two are related to the measurement of the particle mass and the source of that

error comes from the microbalance and the TGA. The measurement errors associated with

the microbalance and TGA measurements are 2 µg and 1 µg, respectively. The last source

of error comes from the frame rate of the GoPro camera as this determines the temporal

resolution of the exposure time. The frame rate of the GoPro camera was 29.97 frames per

second and an uncertainty of two frames was assumed, resulting in a time measurement error

of 0.067 seconds. A detailed measurement error analysis using these values is provided in

Section 6.10.
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5.5.2 Error in the boundary conditions

For experimental kinetics data to be properly interpreted, the measurement errors of the

boundary conditions must be known. The two primary boundary conditions for this experi-

ment are the temperature and pressure. The temperature of the silicon carbide reactor wall

at the location of the particle is measured using a two-color pyrometer. The measurement

error for the pyrometer is < (0.5 % of the reading + 1 °C). At 1400 °C, this results in a

maximum measurement error of 8 °C. The pressure of the reactor is measured using a dig-

ital pressure transducer with a measurement error of < 0.25 % of the full scale, which is

equivalent to < 0.075 bar.
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CHAPTER 6

EXPERIMENTAL RESULTS AND ANALYSIS

This chapter presents and discusses the experimental results collected from this study.

The results and subsequent discussions include those regarding the sample masses, selected

experimental images, conversion data and its interpretation, a comparison to two studies

found in the literature, reaction order, and Arrhenius parameters.

6.1 AC sample masses

As stated previously, 185 activated carbon samples (particles) were selected and prepared

for testing. Of those 185 samples, a total of 120 samples were successfully tested in the

gasi�er and survived through post-test analysis. The total masses used ranged from 6.054

mg to 6.728 mg for the primary conversion pro�les, with 10 additional samples ranging from

2.744 mg to 9.276 mg which were used for characterizing mass dependence on conversion

and determining the standard deviation of conversion introduced by the use of individual

particles. The mean total particle mass of these secondary particles was 6.422 mg and the

median mass was 6.460 mg.

After preliminary analysis of the data, it was determined that carbon conversion had a

signi�cantly stronger dependence with respect to the �xed carbon mass in the particle than

the total particle mass. However, �xed carbon mass can only be measured by using a TGA

to burn o� the carbon to determine the ash content; therefore the �xed carbon mass can

only be determined after testing the particles. The mass of the �xed carbon in each particle

ranged from 4.543 mg to 6.565 mg, with a mean mass of 5.801 mg and a median mass of

5.883 mg. For the 10 additional samples, the �xed carbon masses ranged from 2.518 mg to

8.676 mg, with a mean mass of 5.743 mg and a median mass of 5.865 mg.
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6.2 Selected images from experimental testing

Selected images taken during the experimental campaign are provided below.

6.2.1 Example images of untested and tested AC particles

Photographs of two AC particles before and after exposure to the reactor are provided

in Figure 6.1. In both Figure 6.1(a) and Figure 6.1(c), each unreacted particle appears

relatively dense, has a distinct outline, and is of uniform color. In Figure 6.1(b), the outline

of the particle has become jagged and the particle now has a �pine cone� appearance where

large channels have formed. In Figure 6.1(d), a layered ash structure has formed and the

particle appears to have gained signi�cant porosity.

6.2.2 Image of a particle on the sample holder

Figure 6.2 presents an image of an AC particle on the sample holder in the reactor at

1200 °C and 1 bar. It can be seen that both the sample and sample holder appear to be at a

temperature equal to or near the SiC wall temperature. This is in good agreement with the

CFD simulations performed earlier. Additionally, the transient warm up time is observed to

be less than 7 seconds which is also in good agreement with the transient warm up analysis

performed later.

6.3 Three-dimensional nature of the conversion data

A two-dimensional representation of the conversion data at 1400 °C and 1 bar is shown

in Figure 6.3 � carbon conversion is plotted against time. A general trend can clearly be

seen but there appears to be signi�cant variation in the conversion data. However, if the

data is represented in three dimensions with conversion being a function of both time and

initial carbon mass, these variations can be attributed to the di�erences in the initial carbon

mass as shown in Figure 6.4.
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(a) Particle 1 before. (b) Particle 1 after.

(c) Particle 2 before. (d) Particle 2 after.

Figure 6.1: Photographs of two AC particles before and after exposure to the reactor. Red
scale bar above each particle is 2 mm. Largest physical dimension is captured in each image.
Reactor conditions for particle 1 were 1000 °C and 10 bar with an exposure time of 360
seconds. Reactor conditions for particle 2 were 1400 °C and 15 bar with an exposure time
of 20 seconds.
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Figure 6.2: Photograph of an AC particle on the sample holder at 1200 °C and 1 bar. The
particle (sample) and sample holder appear to be at a temperature equal to or very near the
SiC wall temperature (the SiC wall can be partially seen on the bottom left region where the
sample holder passes below the dark circle). The dark region behind the sample and sample
holder is the other sapphire window; it appears dark as sapphire does not emit in the visible
region of the electromagnetic spectrum.
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Figure 6.3: Two-dimensional view of conversion vs. time data at 1400 °C and 1 bar. There
appears to be some variation in the data; however, this is attributed to the three-dimensional
nature of the data as the mass dependence is not accounted for in a two-dimensional repre-
sentation.

6.4 Standard deviation of individual particles

For reference, sample standard deviation is calculated as:

� =

s P N
i =1 (x i � �x)2

N � 1
(6.1)

Since the single-particle study uses a di�erent particle for each data point, it is expected

that there will be some inherent variation in data attributed to the uniqueness of each

particle. While each particle is expected to have properties (e.g., surface area, pore size

distribution, true density, etc.) similar to those of the bulk, it is possible that there could

be variations in properties between individual particles. In order to capture and quantify

this variation, 15 activated carbon particles were tested at a single condition (1400 °C and

1 bar) at a �xed time (nominally 20 seconds). Of these particles, 10 of them had total

masses outside of the range used for the conversion testing � �ve having lower masses and

�ve having higher masses. This was done to help characterize the e�ect of initial mass on
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(a) Isometric view of the three-dimensional conver-
sion data.

(b) YZ view (time) of the conversion data.

(c) XZ view (mass) of the conversion data.

Figure 6.4: Three-dimensional view of the conversion vs. time data at 1400 °C and 1 bar.
The transparent surface is a �tted surface based on the random pore model with an added
mass term. The mass values have been centered around the average particle mass of the set.
The vertical lines depict the Z-distance between the data point and the �tted surface.
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conversion. The last �ve samples had total masses that were in the range of the particles

used for the conversion testing. As stated earlier, the range of initial total masses of these

particles is 2.744 mg to 9.276 mg and the range of initial carbon masses is 2.518 mg to 8.676

mg.

The results of the variation characterization are shown in Figure 6.5. Again, a three-

dimensional representation is necessary to properly view the data. In order to calculate the

standard deviation of this group of particles, and thus characterize the variation, a sample

mean conversion (i.e.,�x) was required. To do this, a polynomial surface that was �rst-order

in time and second-order in mass was �t to the data. The �rst-order approximation for

time was chosen as the time window that each particle was tested in was relatively small

compared to the time required for full conversion at these conditions (< 3 seconds compared

to � 75 seconds for full conversion). This is demonstrated in the nominal conversion pro�le

shown in Figure 6.6 � between 17 seconds and 20 seconds, the slope of the pro�le is highly

linear.

The second-order approximation for mass was chosen using a similar methodology. In

Figure 6.7, a general pro�le for conversion as a function of mass at a �xed time, temperature,

and pressure is shown. The sigmoidal shape of the conversion pro�le is an approximation

based on the semi-in�nite nature of particle masses, conversion being bound between 0 and

1, and the three di�erent reaction regimes being present. The assumption that the particles

tested follow this general pro�le (see inset of Figure 6.7) is the basis for using a second-order

approximation in mass. Overall, a reasonable �t is observed between the conversion data

and the polynomial surface (see Figure 6.7). Higher-order polynomials could have been used

to generate the �tting surface which would have yielded a better �t, however their use did

not appear to be justi�ed by the physical processes at play.

Once the polynomial surface was created, the standard deviation of the data set could

then be calculated by using the polynomial surface as the sample mean,�x, for each particle

( �x was unique to each data point). Using this method, the sample standard deviation of
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conversion resulting from the use of individual particles is 0.0346.

6.5 Modi�ed conversion models

In the analyses of the conversion data, basic conversion models (Eqs. (1.12) to (1.14))

were used to help interpret the collected experimental data. However, due to the in�uence

of the initial carbon mass of each particle on conversion, an additional term was included to

capture this in�uence. The resulting models are shown below:

Volumetric model w/ mass: X VOL = 1 � exp(� kt) + Cmi (6.2)

Shrinking-core model w/ mass: X SCM = 1 � (1 � kt)3 + Cmi (6.3)

Random pore model w/ mass: X RPM = 1 � exp

 

� kt
�

1 +
 
4

kt
� !

+ Cmi (6.4)

wheremi is the initial ash-free mass of the particle andC is an empirical �tting parameter

that captures the dependence of initial mass on conversion. WhileC was used as a �tting

parameter, its value was bound between 0 and�1 as positive values are considered to

be non-physical (carbon conversion at a �xed time should decrease with increasing mass;

see Figure 6.7). Although a second-order �t was used in mass for calculating the standard

deviation of particles, only a �rst-order term was applied to these models. As the range of

initial carbon masses was narrower for a set of particles used to produce the conversion vs.

time data, a �rst-order approximation was deemed appropriate.

6.6 Transient o�set analysis

Due to the nature of how the single particle study is conducted, there is an non-negligible

transient warm up period that occurs for every particle as it is translated from the cold tip

of the probe into the hot steam �ow. Although the particle is exposed to the steam during

this time, it can be assumed that no reactions are occurring (therefore no conversion) due

to the low kinetic rates. In order for basic particle models (e.g., Eqs. (1.13) to (1.15)) to

be properly applied to the data, this o�set needs to be taken into account. This is because
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(a) Isometric view of the variation characteriza-
tion data.

(b) XZ view (mass) of the variation characteri-
zation data.

(c) YZ view (time) of the variation characteriza-
tion data.

Figure 6.5: Characterization of the variation between individual particles. The mass shown
is the initial �xed carbon mass of each particle. The transparent surface is a polynomial
surface (�rst-order in time and second-order in mass) that has been �tted to the data which
serves as the sample mean for standard deviation calculations. Vertical lines depict the
Z-distance between the data point and the �tted surface.
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Figure 6.6: Nominal conversion pro�le of a 5 mg activated carbon particle at 1400 °C and 1
bar demonstrating the linearity of the pro�le between 17 seconds and 20 seconds.

these simple models are �anchored� byX = 0 at t = 0 and if the o�set is not accounted for

the resulting conversion pro�le becomes skewed. More advanced particle models, however,

such as a comprehensive particle model, could potentially account for this transient period.

Two approaches were used to determine the transient warm up period: a transient heat

transfer model and a polynomial surface �t with extrapolation. The transient heat transfer

model approach assumes a spherical particle and neglects the sample holder. Ignoring the

sample holder is justi�ed since both the sample holder and particle are heating up together,

thus the temperature di�erence between the sample and sample holder is small. This small

temperature di�erence makes the conductive and radiative heat transfer between the sample

and sample holder negligible. Additionally, as the sample is a jagged object, it is not in

good contact with the sample holder further reducing the e�ects of conduction. However,

the sample holder will a�ect the heat transfer through convection as it directly a�ects the

�ow �eld around the sample, but this is taken into account in the analysis.
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Figure 6.7: Arbitrary conversion pro�le as a function of mass at a �xed time, temperature,
and pressure. The conversion pro�le between 0.2 and 1 arbitrary mass units is approximated
as a second-order curve for �tting the polynomial surface for the variation characterization
(note that the primary x-axis is logarithmic). Inset graph depicts the conversion pro�le on
a linear scale from 0.2 to 1 arbitrary mass units (area between the dashed red lines).
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The transient heat transfer model approach begins with the conservation of energy equa-

tion utilizing a control surface on the particle's surface:

_Est = _E in � � � �* 0
_Eout + �

� �>
0

_Egen (6.5)

The _Eout and _Egen terms are dropped as there is no energy leaving the particle and it is

assumed that no reactions are occurring. The_E in term can be decomposed into a convective

term and a radiative term, qconv and qrad . Substituting in those de�nitions and the de�nition

of stored energy into Eq. (6.5) yields:

mcp(T)
dT
dt

= qconv + qrad (6.6)

wherem is the mass of the particle,cp(T) is the temperature-dependent speci�c heat of

the particle, and dT/d t is the change in temperature of the particle with respect to time.

The convective and radiative terms are de�ned as:

qconv = hAp(Tg � T)

qrad = "p�A p(T4
s � T4)

where h is the convection coe�cient, Ap is the surface area of the particle,Tg is the

temperature of the gas,T is the temperature of the particle,Ts is the temperature of the

surroundings,"p is the emissivity of the particle, and� is the Stefan-Boltzmann constant.

Applying these de�nitions to Eq. (6.6) and rearranging yields:

dT
dt

=
Ap

mcp(T)

�
h(Tg � T) + "p� (T4

s � T4)
�

(6.7)

For the values of the needed parameters,Ap was taken to be the surface area of a 2

mm sphere and"p was assumed constant at 0.90 [141].h was calculated using SolidWorks

Flow Simulation to perform a CFD analysis of a 2 mm sphere on the sample holder under

each temperature and pressure condition. For reference, the CFD analysis was performed

on 1/4 of the full model using two symmetry planes perpendicular to the axis of the model

and approximately 1 million cells were used in each simulation to resolve the �ow �elds.
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The boundary conditions used in the simulations are provided in Table 6.1 and the mesh

parameters are provided in Table 6.2.

Table 6.1: Boundary conditions used in modeling the convection coe�cient.

Boundary Condition Value Units

SiC Wall Temperature 1000, 1200, 1400 °C

Pressure 1, 5, 10, 15 bar

Inlet Condition 100 % steam at reactor temperature -

Inlet Velocity
0.05 m/s at centerline with a

fully developed profile
-

Exit Condition
Static pressure equivalent to

reactor pressure
bar

The model and one resulting velocity pro�le (1200 °C and 10 bar) are shown in Figure 6.8.

After completing the simulations, it was determined that the convection coe�cient had a very

strong dependence on pressure and a negligible dependence on temperature. The resulting

�tted curve for the convection coe�cient is shown in Figure 6.9 along with the individual

data points.

For the temperature dependent speci�c heat, values for the speci�c heat of various chars

were gathered from the literature [142, 143] and then an analysis was performed inMatlab

to calculate a Debye temperature by �tting the Debye model for speci�c heat [144] to the

literature data. The results of the analysis are shown in Figure 6.10. Using a molecular

weight of 11.01 kg/mol, the Debye temperature was determined to be 1615 K. The Debye

model was needed because the values for the speci�c heat in the literature typically only went

up to 1000 K, while speci�c heat data was needed up to 1673 K. Using the Debye model

ensured that the extrapolation of the data into the outer temperature range was physically
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Table 6.2: Mesh parameters used in modeling the convection coe�cient.

Mesh Parameter Value

Global Mesh 7

Mesh Refinement:
Global Domain

Level = 2

Mesh Refinement:
Local Regions

Use Global

Mesh Refinement:
Table of Refinements

1

Local Mesh:
X Max/Min

0 / -0.007 m

Local Mesh:
Y Max/Min

0.050 / 0.030 m

Local Mesh:
Z Max/Min

0 / -0.007 m

Local Mesh:
Fluid Cell Refinement

2

Local Mesh:
Solid Cell Refinement

0

Local Mesh:
Fluid/Solid Refinement

3
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(a) Simpli�ed CAD model used to
estimate the convection coe�cient.

(b) Resulting velocity pro�le from the Flow Simulation analy-
sis.

Figure 6.8: Simpli�ed CAD model and resulting velocity pro�le at the 1200 °C and 10 bar
condition. The velocity pro�les did not vary much between conditions as the centerline
velocity was �xed at 0.05 m/s (same as the experiment). A steep velocity gradient can be
seen around the sample due to the presence of the sample holder.

Figure 6.9: The average convection coe�cient as a function of pressure for a spherical particle
on the sample holder. Each pressure location has three data points, one for each temperature.
It can be seen that the pressure dependence is signi�cantly stronger than the temperature
dependence.
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consistent. Once values for both the convection coe�cient and the speci�c heat had been

calculated, Eq. (6.7) was solved usingMatlab 's ode45solver.

Figure 6.10: Debye model �t to the speci�c heat data found in the literature [142, 143]. The
Debye temperature was determined to be 1615 K.

The second approach used to determine the transient warm up time was to �t a poly-

nomial surface to the data and then extrapolate to �nd the x-axis intercept. Both a linear

(plane) and a second-order polynomial surface were used. For the linear surface, only the

�rst 3�4 data points were used while all of the data points were used for the second-order

polynomial surface. Examples of this analysis are shown in Figure 6.11.

A summary of the results from the heat transfer model and both polynomial surface

transient o�set analyses is shown in Table 6.3. There is generally good agreement between

each of the analyses for the 1200 °C and 1400 °C data sets, however there is signi�cant

variation in the polynomial surface o�sets for the 1000 °C data sets. The seemingly large

variation is partly attributed to the temporal length of the tests � the 1000 °C data sets

ranged from 480 to 720 seconds, therefore the o�set is expected to be larger in any case. As

the heat transfer model was in good agreement with both polynomial surfaces for the 1200

°C and 1400 °C data sets, the model was considered to be validated. Therefore, the o�sets
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(a) First-order polynomial surface (plane) used to determine the transient
o�set.

(b) Second-order polynomial surface used to determine the transient o�-
set.

Figure 6.11: Example plots of the transient o�set analyses using polynomial surfaces at 1400
°C and 1 bar. The linear surface predicted an o�set of 2.83 seconds while the second-order
surface predicted an o�set of 3.45 seconds.
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predicted by the heat transfer model were the o�sets used in subsequent analyses.

Table 6.3: Comparison of the results from each of the transient o�set analyses. There is
generally good agreement between each of the analyses for the 1200 °C and 1400 °C data
sets, however there is signi�cant variation in the polynomial surface o�sets for the 1000 °C
data set.

Temperature Pressure HT Model 1st Order 2nd Order

1 bar 11.7 16.5 23.0

5 bar 10.7 17.6 7.98

10 bar 9.88 18.1 28.5

15 bar 9.37 33.1 4.74

1 bar 5.77 5.03 6.08

5 bar 5.38 4.61 5.63

10 bar 5.05 5.08 6.73

15 bar 4.86 4.79 5.11

1 bar 3.63 2.83 3.45

5 bar 3.45 2.72 3.14

10 bar 3.27 2.04 2.83

15 bar 3.18 3.83 3.92

Offset Time (s)

1000 °C

1200 °C

1400 °C

6.7 Conversion vs. time data

Figure 6.12 presents the raw conversion data as a function of time only (i.e., a two-

dimensional representation) and no transient o�set has been applied to these data sets.

The values of the raw mass and time data are provided in Table B.1 to Table B.4. In

Figure 6.12(a), it can be seen the wide range of times required for conversion, showing the

signi�cant in�uence temperature has on conversion. For these particles, complete conversion

can take over 720 seconds at 1000 °C, while 1400 °C can require less than 50 seconds. In

Figure 6.12(b) to Figure 6.12(d), the pressure dependence on conversion is shown for a �xed

temperature. A strong pressure dependence can be seen at lower pressures, but the e�ect of

pressure on conversion levels o� at higher pressures; this is exhibited for all temperatures.

This e�ect is discussed in a later section (Reaction order; Section 6.9).
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A detailed error analysis was performed on the conversion and time data which can

be found in Appendix A. The measurement error for conversion varies with particle mass

and the maximum value is 0.00049 � substantially smaller than the standard deviation for

conversion from the use of individual particles (0.0346). The measurement error for time is

shown to be constant for all particles at a value of 0.067 seconds (2 video frames).

It should also be noted that the temperatures referred to in the subsequent sections are

the temperatures of the reactor wall, not of the particles themselves. As the global steam

gasi�cation reaction is highly endothermic (+131 kJ/mol; Eq. (1.1)), the particle temperature

is expected to be lower than the reactor wall temperature (i.e., the listed temperature). An

approximate temperature di�erence between the particle and the reactor wall is calculated

in Section 6.7.1.

For further analysis of the conversion data, the use of conversion models is required as

rate of conversion (dX /d t) data is necessary (i.e., to calculate reaction order and Arrhenius

parameters). However, while conversion vs. time pro�les have been shown to have the same

general shape regardless of coal type and experimental conditions (up untilX � 0:75), there

is no agreement among researchers regarding the shape of rate of conversion vs. conversion

pro�les [145]. The shape of the rate of conversion vs. conversion pro�les is dependent on

the model chosen to interpret the results.

Figure 6.13 and Figure 6.14 present the conversion vs. time data along with the three

modi�ed conversion models (random pore model, RPM; shrinking-core model, SCM; volu-

metric model, VOL) with and without the transient o�set, respectively. When comparing

the conversion data with and without the transient o�set, the horizontal shift of the data

can be seen quite clearly, as expected. While this does not a�ect the data itself, it does

a�ect the pro�le of the models and how well they �t the data. An overall better �t of the

models to the data is realized when the transient o�set is accounted for, as demonstrated in

Table 6.4. Of the models used, the random pore model demonstrates the best �t to all data

sets, followed by the shrinking-core model, and lastly the volumetric model.
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(a) All conversion vs. time data. (b) Raw conversion vs. time data at 1000 °C.

(c) Raw conversion vs. time data at 1200 °C. (d) Raw conversion vs. time data at 1400 °C.

Figure 6.12: Raw conversion vs. time data with no transient o�set applied. All four pressures
investigated are included in each plot. The reader is reminded that this is a two-dimensional
representation of three-dimensional data.
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Figure 6.13: Conversion vs. time data with model pro�les and the transient o�set applied. Each row is for a di�erent
experimental temperature and each column uses a di�erent conversion model for analysis. All four pressures are contained on
each plot.

139



Figure 6.14: Conversion vs. time data with model pro�les and no transient o�set applied. Each row is for a di�erent experimental
temperature and each column uses a di�erent conversion model for analysis. All four pressures are contained on each plot.
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Table 6.4: Comparison of adjusted R-squared values for the conversion models with and
without the transient o�set. It can be seen that the random pore model generally has the
best �t for all temperatures and pressures. The random pore model also exhibits the best
�t when the transient o�set is not accouted for.

(a) Adjusted R-squared values of mod-
els with the transient o�set applied.

RPM SCM VOL

1 0.996 0.991 0.965

5 0.984 0.986 0.959

10 0.995 0.981 0.934

15 0.957 0.969 0.936

1 0.944 0.952 0.949

5 0.992 0.983 0.964

10 0.985 0.984 0.970

15 0.983 0.975 0.944

1 0.980 0.980 0.981

5 0.997 0.995 0.973

10 0.994 0.994 0.975

15 0.984 0.981 0.957

1200

1400

T
(°C)

P
(bar)

Model

1000

(b) Adjusted R-squared values of mod-
els without the transient o�set applied.

RPM SCM VOL

1 0.994 0.984 0.954

5 0.983 0.981 0.943

10 0.995 0.970 0.912

15 0.958 0.965 0.923

1 0.940 0.940 0.928

5 0.992 0.943 0.899

10 0.981 0.959 0.932

15 0.983 0.940 0.893

1 0.971 0.966 0.951

5 0.997 0.958 0.912

10 0.995 0.969 0.926

15 0.979 0.936 0.888

1400

1200

1000

ModelT
(°C)

P
(bar)

Of the conversion models used (RPM, SCM, VOL), both the RPM and SCM capture

the trends of the o�set conversion data well (average adjusted R-squared values of 0.983

and 0.981, respectively). This is interesting as the RPM is typically taken to be a regime I

conversion model (reactant concentration is constant throughout the inside of the particle)

while the SCM is taken to be a regime III conversion model (the reactant only reacts on

the external surface of the particle). The ability of both models to �t the data fairly well

is attributed to two factors; the �rst is that, as stated earlier, conversion pro�les typically

have the same general shape up untilX � 0:75, and the second is that this study was

performed in regime II (demonstrated in Section 6.10) which is a hybrid of both regime I

and III. The VOL model does not �t the data very well overall, and this has been observed

for char conversion in the literature [124]. Physically, the VOL model assumes that char

conversion is proportional to the volume or mass of the particle and that reactions are
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occurring homogeneously throughout the particle volume.

When the transient o�set is not applied, the RPM still captures the overall trend of the

conversion data very well. This is attributed to the structural parameter, , in the model

which allows the model to capture the transient warm up as it treats that time as a �pore

growth period�. The e�ect of this pore growth period is seen in comparing Figure 6.15

and Figure 6.16 � the rate of conversion in Figure 6.15 starts o� relatively �at at low

conversions before steadily decreasing as conversion progresses, while the rate of conversion

in Figure 6.16 increases to a maximum atX � 0:4 before steadily decreasing. This increasing

rate of conversion is attributed to internal pore growth [57]. Unfortunately, without detailed

surface area measurements of the particles throughout the conversion process, it is impossible

to con�rm if the internal pore growth is really as pronounced as the RPM predicts or if

it is just an e�ect of the structural parameter,  , acting purely as a �tting parameter.

Additionally, the di�erences in dX /d t vs. X pro�les between Figure 6.15 and Figure 6.16

demonstrate the possible variation in rate of conversion given similar conversion vs. time

data (the only di�erence between data set is the adjustment for the transient o�set time).

One interesting feature of the rate of conversion pro�les in Figure 6.15 is that the overall

magnitudes of the rate of conversion for a given condition are all fairly similar. However, this

is to be expected as the models are describing the slope of the conversion vs. time data. It is

also important to keep in mind that if the rate of conversion is being used in another model

(e.g., a gasi�er model), small variations in the rate of conversion pro�le can have a notable

impact on the output of the larger model (e.g., temperature pro�les, gas concentrations, etc.)

as rate of conversion dictates the rate of species production, the amount of heat required,

and the conversion at di�erent locations among other factors.
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Figure 6.15: Rate of conversion vs. conversion data based on model pro�les and the transient o�set applied. Each row is for a
di�erent temperature and each column is for a di�erent conversion model.
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Figure 6.16: Rate of conversion vs. conversion data based on model pro�les and no transient o�set applied. Each row is for a
di�erent temperature and each column is for a di�erent conversion model.
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One interesting feature that can be seen in Figure 6.13 and Figure 6.15 is that the

conversion and rate of conversion pro�les for 1400 °C and 1 bar and 1200 °C and 10 bar are

very similar. The conversion vs. time and rate of conversion vs. conversion pro�les for both

data sets with the transient o�set applied are shown in Figure 6.17. This suggests that the

rate of conversion for these macro AC particles at 1200 °C and pressures at or above 10 bar

is nearly identical to the rate of conversion at 1400 °C and atmospheric pressure. However,

once the pressure is increased from 1 bar to 5 bar or greater, at 1400 °C the rate of conversion

is signi�cantly higher than the rate of conversion at 1200 °C and 10 bar.

(a) Comparison of the conversion vs. time pro�les. (b) Comparison of the rate of conversion vs. conver-
sion pro�les.

Figure 6.17: Comparison of the X vs. t and dX/dt vs. X pro�les between 1400 °C and 1 bar
and 1200 °C and 10 bar data sets. The random pore model was used and transient o�sets
have been accounted for in each plot.

6.7.1 Estimation of particle temperature

As stated earlier, due to the endothermic nature of the global steam gasi�cation reaction

(Eq. (1.1)), the particle temperature is expected to be lower than the reactor wall temper-

ature. To estimate the temperature of the particle, a simple thermal analysis similar to the
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one in Section 6.6 was performed. To start, an energy balance was applied to the particle:

�
��

0
_Est = _E in � � � �* 0

_Eout + _Egen (6.8)

The _Eout and _Est terms is dropped as there is no energy leaving the particle and it is

assumed to be at steady-state (i.e., dT/d t = 0) and the _Egen term is kept in this analysis

as reactions are occurring. The_E in term can be decomposed into a convective term and a

radiative term, qconv and qrad , and the _Egen term can be replaced withqreaction . Substituting

in those de�nitions into Eq. (6.8) yields:

0 = qconv + qrad � qreaction (6.9)

As before, the convective and radiative terms are de�ned as:

qconv = hAp(Tg � T)

qrad = "p�A p(T4
s � T4)

The qreaction term is calculated by using the average rate of conversion from the random

pore model atX = 0 for a given reactor temperature, the average carbon mass in a particle

(� 5.8 mg), and taking the enthalpy of reaction to be 131 kJ/mol (Eq. (1.1)). This provides

values forqreaction of 0.155 W for 1000 °C, 0.443 W for 1200 °C, and 0.966 W for 1400 °C.

Substituting in the de�nitions for qconv and qrad into Eq. (6.9) yields:

0 = hAp(Tg � T) + "p�A p(T4
s � T4) � qreaction (6.10)

Assuming that the char particle is a 2.5 mm sphere,h is the average convection coe�cient

across all pressures (57.4 W/m2�K), and "p has a value of 0.9 atX = 0, solving Eq. (6.10) for

T yields approximate particle temperatures of 983 °C for a reactor temperature of 1000 °C,

1170 °C for a reactor temperature of 1200 °C, and 1350 °C for a reactor temperature of 1400

°C. The reader should be reminded that the particle temperatures provided here are rough

estimations only, and that the actual particle temperature will likely vary over the course of

conversion (as the rate of conversion and external surface area will change withX ).
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6.8 Comparison to literature data

As stated in Section 1.9 there is a lack of experimental data for steam gasi�cation kinetics

at temperatures above 1000 °C and above atmospheric pressure. However, two studies do

have conversion vs. time data to be compared against. The �rst study, performed by Wu et

al. [35], uses a �xed-bed reactor to perform reactivity measurements from 900 °C to 1200 °C

at atmospheric pressure. The �xed-bed is described as being 70 mm tall with a diameter of

20 mm (assumed to be the diameter of the reactor tube), through which the reactant mixture

passes through. The �xed-bed reactor was �lled with 7 g of 3 mm to 6 mm char particles

and a mixture of 46 % steam by volume in nitrogen was used as the reactant. A comparison

of the data in the current study to that collected by Wu et al. is shown in Figure 6.18

(the SP950 char is used in the comparison). The times required for complete conversion are

vastly di�erent. At 1000 °C, the SP950 char requires approximately 75 minutes to achieve

70 % conversion while the AC particles used in the current study require approximately 8

minutes for the same level of conversion. At 1200 °C, the SP950 char requires approximately

30 minutes to reach 50 % conversion while the AC particles used in the current study require

less than 2 minutes.

There are two primary factors for this large di�erence in conversion times. The �rst is

that Wu et al. uses a lower reactant partial pressure in their experiments as their steam in

diluted in nitrogen, while this study uses pure steam. All things equal, it is expected that

having a higher reactant concentration would reduce the time required for conversion. The

second di�erence is the mass of the char being converted in each experiment; as stated earlier,

Wu et al. uses 7 g of char while the current study uses single char particles of nominally 6

mg. The �nal di�erence is the reactor type; the experiment by Wu et al. uses a �xed-bed

reactor while the current study uses a single char particle directly exposed to the reactant on

a pedestal. Therefore, mass transport limitations are expected as a reactant concentration

gradient likely exists in the bed.
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Figure 6.18: Comparison of conversion vs. time data between Wu et al. and the current
study. The data from the current study is raw and no transient o�set has been applied. All
data is at 1 bar.

The second study for comparison, performed by Peng et al. [34], uses a custom TGA

to perform char reactivity measurements from 1000 °C to 1400 °C at atmospheric pressure.

A mixture of 24 % to 82 % steam by volume in nitrogen was used as the reactant. Ap-

proximately 100 mg of the char sample (approximate diameter of 178 µm) were placed on

a two-tiered platinum mesh pan (149 µm mesh size) with a third platinum foil pan used to

catch any accidental spill. The use of a mesh pan was chosen by the authors as it allowed

su�cient �ow of gases around the coal particles and thus reduced the interphase transport

resistances to as minimal as possible. A transient warm up period was present in this study

as the sample was loaded above the furnace and then lowered into the preheated furnace.

A comparison of the data in the current study to that collected by Peng et al. (using the

�ex-situ� bituminous coal char and 78 % steam) is shown in Figure 6.19. In Figure 6.19(a),

it can be seen that the 1000 °C data set from the current study takes signi�cantly longer to

react than all other data sets. However, in Figure 6.19(b), it can be seen that both the 1200

°C and 1400 °C data sets from the current study also exhibit slower conversion compared
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to their counterparts in the Peng et al. study. Although the steam concentration is less in

the Peng et al. study, the more rapid conversion is expected though as conversion proceeds

more rapidly for smaller particles at a given condition as the gaseous reactants are able to

reach a greater relative internal surface area compared to larger particles.

Overall, given the size di�erence in feedstock between the current study and Peng et

al, the data is in fairly good agreement. The rate of carbon conversion is shown to have a

strong dependence on temperature and the times for complete conversion are on the same

order of magnitude. However, as the purpose of the study performed by Peng et al. was

to compare the reactivities of chars generated under in situ and ex situ conditions, a very

limited feedstock characterization was performed thus limiting its utility in validating and

advancing particle models.

6.9 Reaction order

Figure 6.20 shows the reaction rate atX = 0:5 (as calculated using the random pore

model �t) as a function of steam partial pressure in a log-log plot. It can be seen that there

is a linear region at low pressures, indicating a constant reaction order, before the reaction

rate begins to level o� (around 10 bar) indicating that the reaction order is approaching zero.

This reduction in reaction order for steam-char reactions at elevated pressures has been well

documented in the literature [19, 34, 38, 145, 146]. It is believed that this trend for reaction

order to approach zero at high pressures is due to the increased concentration and eventual

saturation of adsorbed complexes (Section 1.1.2) on the surface of the char [19].

To determine the reaction order of the char�steam reactions, the slope of adjacent points

in Figure 6.20 for a given temperature were calculated (this allows forn to be determined

from Eq. (1.10)). The resulting values for reaction order are summarized in Table 6.5. The

expected range for reaction order for char-steam reactions is between 0 and 1 [16], and the

values for the reaction order at low pressures (< 10 bar) agree well with those found in the

literature [19, 146]. Additionally, this variation in reaction order at pressures above 10 bar

demonstrates the inability of traditional nth order models to accurately predict kinetic rates
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(a) Comparison of all conversion vs. time data at similar conditions.
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(b) Comparison of conversion vs. time data with the 1000 °C data set from the
current study omitted.

Figure 6.19: Comparison of conversion vs time data between Peng et al. and the current
study.

150



Figure 6.20: Log-log plot of reaction rate as a function of steam partial pressure to deter-
mine reaction order. The reaction order ranges from 0.50 to 0.34 at low pressure and then
approaches 0 at pressures above 10 bar. This leveling o� has been well documented in the
literature.
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over a wide range of pressures (as these models use a constant reaction order; Eq. (1.10)).

Table 6.5: Reaction order for steam across the experimental conditions. The calculated
values for reaction order agree well with values found in the literature. Additionally, it can
be seen that reaction order approaches zero at high pressure.

1-5 bar 5-10 bar 10-15 bar

1000 0.34 0.39 -0.08

1200 0.50 0.30 0.00

1400 0.44 0.14 -0.07

Reaction OrderTemp
(°C)

6.10 Activation energy and frequency factor

An Arrhenius-type plot of the natural log of reaction rate as a function of inverse tem-

perature is shown in Figure 6.21. The reaction rates were determine through the use of the

random pore model. The slopes between adjacent points for a given temperature provide

the activation energy (as performed in Figure 4.3) and the intercepts provide the frequency

factor. However, it should be noted that the reaction rate was described using a slightly

di�erent relation as there are di�usion limitations present in this data and steam is used

instead of air (oxygen). The slope still provides the activation energy, however the frequency

factor now contains a pressure term. The relation follows Eq. (1.10) and is given as:

r =
1

1 � X
dX
dt

= A0 exp
�

� Ea

RT

�
Pn

H2O (6.11)

Rearranging yields:

1
1 � X

dX
dt

1
Pn

H2O
= A0 exp

�
� Ea

RT

�
(6.12)

Thus, at the y-intercept of an Arrhenius plot (e.g., Figure 6.21):

A0 =
1

1 � X
dX
dt

1
Pn

H2O
(6.13)
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as the exponential term equals 1 at1=T = 0. It should be noted that n was taken to be

the average value for the given pressure in Table 6.5 (the reaction order at 15 bar was set to

0).

Figure 6.21: Arrhenius plot of the conversion data at X = 0.5 based on the random pore
model �t of the data.

The results of this analysis are shown in Table 6.6. The reader should be reminded that

the Arrhenius parameters presented here were calculated with relatively coarse data as the

temperature di�erence between data points was 200 °C and the reaction order was averaged

(again, the temperatures used here are of the reactor). The primary feature of this data are

the values of the activation energies. First, the values are signi�cantly greater than zero (an

activation energy near zero is indicative of regime III conditions) and are nominally half of

the magnitude of the value reported in the literature (literature values for true, regime I,

activation energy range from 172 kJ/mol to 335 kJ/mol [16, 19, 33, 35]) demonstrating that

regime II conditions were present for all conditions (Section 1.3). Additionally, the activation
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energy decreases with increasing temperature, further strengthening the case for regime II

conditions. A �nal point for regime II conditions is that the measured activation energies

are less than the activation energy measured for AC #1 and air (oxygen; 136 kJ/mol). It

is important to note that as the activation energies were measured in regime II, they are

considered to be apparent, not true, activation energies.

Between 1200 °C and 1400 °C, a pressure dependence in the activation energy is observed.

This is indicative of a shift from regime II to regime III, as the activation energy in regime

III approaches zero. This e�ect is not seen between 1000 °C and 1200 °C, but this could be

attributed to the coarse nature of the data.

The frequency factors presented show a wide variation in values for the 1000 °C to 1200 °C

data, and a more narrow range for the 1200 °C data. The variation of frequency factor with

pressure has been attributed to the e�ects of pressure on the surface area of the char, as it

represents the collisions between the reacting molecules and the char surface as well as other

molecular-level variables [147]. The correlation between activation energy and frequency

factor [148] is observed � when activation energy changes, the frequency factor changes in

the same direction. Similar values for the frequency factor were reported by Peng et al. and

Wu et al. under similar conditions [34, 35]. Interestingly, the frequency factor has a distinct

and opposite dependence on pressure for both data sets. In the 1000 °C to 1200 °C data set

the frequency factor increases with temperature, while the opposite is true for the 1200 °C

to 1400 °C data set. However, it is unclear at this time whether this e�ect is real or simply

an artifact of the coarseness of the data.

A sensitivity analysis was performed to see how large of an e�ect using the estimated

particle temperatures (calculated in Section 6.7.1) instead of the reactor temperatures had

on the calculated Arrhenius parameters. The Arrhenius parameters calculated using the

estimated particle temperatures are shown in Table 6.7. Overall, it can be seen that there is

a slight di�erence between the values calculated using the estimated particle temperatures

instead of the reactor temperatures (provided in Table 6.6) with the values calculated using
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Table 6.6: Activation energy and frequency factor as a function of reactor temperature and
pressure based on the random pore model. Values for the activation energy shown here are
nominally half of the magnitude of the activation energy values reported in the literature,
providing evidence that regime II conditions were present. Additionally, the activation energy
can be seen to be decreasing with temperature while still being larger than zero, further
demonstrating regime II conditions.

1000-1200 °C 1200-1400 °C 1000-1200 °C 1200-1400 °C

1 106 80.7 71.8 9.36

5 122 89.5 308. 22.6

10 129 79.1 940. 15.9

15 123 57.1 825. 3.73

Apparent Activation Energy (kJ/mol)Pressure
(bar)

Frequency Factor (s-1 bar-n)

the estimated particle temperatures being slightly higher. However, all of the values are

similar and the same trends are observed.

Table 6.7: Activation energy and frequency factor as a function of estimated particle tem-
perature and pressure based on the random pore model. A slight di�erence between the
values listed here and those in Table 6.6 can be seen but the same trends are observed when
the estimated particle temperature is used opposed to the reactor temperature.

983-1170 °C 1170-1350 °C 983-1170 °C 1170-1350 °C

1 109 85.2 116 15.6

5 126 94.5 532 39.9

10 133 83.5 1680 26.3

15 127 60.3 1440 5.36

Pressure
(bar)

Apparent Activation Energy (kJ/mol) Frequency Factor (s-1 bar-n)
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CHAPTER 7

RESEARCH EXTENSIONS

One potential extension of this research would be to use the current experimental setup

to collect char kinetics data for di�erent activated carbon feedstocks (e.g., biomass) under

the same conditions. Other reactants such as carbon dioxide or gas mixtures (e.g., moderate

the partial pressure of steam using argon) could be used to provide highly-characterized

high-temperature and high-pressure data that is currently not available.

A second potential research extension would be to redesign the extraction probe with

a translatable rod that is instrumented with a weighing device (e.g., micro-load cell, mass

balance, quartz crystal microbalance). This would allow for a more continuous conversion

pro�le of a single particle and would allow for data to be collected and averaged in a shorter

amount of time, allowing for more feedstocks and reactor conditions to be investigated.

However, this would be di�cult to implement given the small physical size requirements,

small mass changes, and extreme temperatures and pressures involved.

A �nal potential extension would be to use the current experimental setup (or a TGA)

to partially react single activated carbon particles and scan them using the Zeiss Xradia

520 Versa X-ray tomography system available in the ADAPT lab in Brown Hall. As the

X-ray tomography system is capable of sub-micron resolution, this would enable researchers

to observe the physical changes that are occurring in the particle and to verify what regime

the reactions are taking place in, as changes in the particle density and pore structure could

be tracked. A preliminary study was completed in July 2016 on four individual particles;

two of the samples were unreacted particles of AC #1 and #6, one was of AC #1 that

had been approximately 60 % converted, and the �nal sample was of AC #6 that had

been approximately 15 % converted. Full three-dimensional reconstructions were obtained,

however two-dimensional cross-sections are presented here to demonstrate the technique
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(Figure 7.1 and Figure 7.2). In the con�guration used for the preliminary X-ray scan,

features as small as 10 µm are resolved.

Figure 7.1: X-ray images of unreacted and reacted AC #1 particles. Left: unreacted AC #1
particle. Right: partially reacted AC #1 particle (x c � 60 %).
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(a) External image of the front of
the particle.

(b) Internal image (front) of the
particle.

(c) Internal image (side) of the par-
ticle.

Figure 7.2: External (left) and internal (center and right) X-ray images of an unreacted AC
#6 particle. In the internal images, the ash structure can clearly be seen. The ends of the
ash structures can be seen on the surface in the external image. The �strands� at the top
and bottom of the particle are �bers from the cloth that was used to support the particle.
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CHAPTER 8

CONCLUSIONS

To improve the design and operation of commercial gasi�er facilities, advanced computa-

tional models are required. However, it was shown that there is a lack of experimental data

for steam gasi�cation kinetics at conditions relevant to commercial processes, and when data

does exist they are usually reported without a thorough characterization of the feedstock

used in the study. This need was addressed by rebuilding and bringing an entrained-�ow

gasi�er back to an operational condition after nearly 2 years of being o�ine, after which it

was then modi�ed to allow for detailed investigations of steam gasi�cation kinetics at high

temperatures and pressures with well known boundary conditions. The individual compo-

nents that required redesign were extensively modeled to aid in the design process and to

then verify operational conditions. A thorough characterization of �ve di�erent activated

carbon feedstocks was performed using techniques to measure their composition (ultimate

and proximate analyses), physical structure (surface area, pore size distributions, density,

and porosity), and reactivity (activation energy and frequency factor). The bituminous coal-

derived activated carbon (AC #1) served as a char surrogate in which individual particles

(nominally 2 mm) were used in a novel experimental setup to collect conversion data as a

function of time. Experiments were conducted in pure steam at temperatures and pressures

of 1000 °C to 1400 °C and 1 bar to 15 bar. The novelty of the experiment came from its

capability to allow for the insertion and removal of single particles into and from the reactor

under operational conditions (i.e., at temperatures and pressures up to 1400 °C and 15 bar,

simultaneously).

Although the single particle approached used in this study is not realistic of actual gasi�er

conditions, as the particle is sitting on a pedestal and the reactant is pure steam, the physical

design of the experiment also allowed for the boundary conditions to be well known as well as
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for the exposure time to be accurately determined. Additionally, particle mass measurements

were performed using high resolution instruments (microbalance and TGA), greatly reducing

the uncertainty in the calculated conversion of each particle. However, as stated previously,

this research could be extended to perform measurements using di�erent reactant mixtures

or various reactant partial pressures to provide data under a wider range of conditions.

Conversion data as a function of time were compared to two studies in the literature

that used similar conditions. While the data between this study and the literature were

notably di�erent, the di�erences between the studies were explained and the data were

justi�ed. This provided additional con�dence that the data collected in this study had

appropriate values. Conversion data was also analyzed using basic conversion models (i.e.,

random pore model, shrinking-core model, and volumetric model), of which the random

pore model exhibited the best �t, closely followed by the shrinking-core model. The random

pore model was then used to calculate the reaction order, activation energy, and frequency

factor. The reaction order demonstrated similar values and trends to those found in the

literature � values were of similar magnitude at low pressures and approached zero as the

pressure was increased. The apparent activation energy across all conditions ranged from

57.1 kJ/mol to 129 kJ/mol, approximately half of the magnitude of the values reported

in the literature, providing evidence that regime II conditions were present. A notable

decrease in apparent activation energy was also observed with increasing temperature, further

demonstrating presence of regime II conditions. Additionally, the frequency factor showed

a notable correlation with activation energy, also seen in the literature, as activation energy

and frequency factor changed in the same direction. Finally, an error analysis was performed

on the measurements and the uncertainty in the experimental data was quanti�ed.

When advanced particle models are being developed and validated, the properties of the

feedstock are used as initial conditions and physical parameters for the particle in the model

and the experimental conditions provide model boundary conditions. Thus, for experimental

data to be useful to the gasi�cation and modeling community, the experimental conditions
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must be well known and the feedstock needs to be highly-characterized. It was shown that

the experimental conditions in this study were well known and the feedstock was highly-

characterized; therefore, it is expected that the data collected in this study will contribute

to the development and proper validation of advanced particle models.

161



REFERENCES CITED

[1] Christopher Higman and Maarten van der Burgt. Gasi�cation . Gulf Professional
Publishing, Burlington, second edition, 2008.

[2] Christopher Higman and Samuel Tam. Advances in Coal Gasi�cation, Hydrogenation,
and Gas Treating for the Production of Chemicals and Fuels.Chemical Reviews, 114
(3):1673�1708, February 2014.

[3] National Energy Technology Laboratory. Gasi�cation Plant Database. Technical re-
port, June 2016.

[4] David A Bell, Brian F Towler, and Maohong Fan. Coal Gasi�cation and Its Applica-
tions. William Andrew Publishing, Boston, 2011.

[5] G. Schuster, G. Lö�er, K. Weigl, and H. Hofbauer. Biomass steam gasi�cation �
an extensive parametric modeling study.Bioresource Technology, 77(1):71�79, March
2001.

[6] A. Gómez-Barea, P. Ollero, and C. Fernández-Baco. Di�usional E�ects in CO2 Gasi�-
cation Experiments with Single Biomass Char Particles. 1. Experimental Investigation.
Energy & Fuels, 20(5):2202�2210, September 2006.

[7] A. Gómez-Barea, P. Ollero, and A. Villanueva. Di�usional E�ects in CO2 Gasi�cation
Experiments with Single Biomass Char Particles. 2. Theoretical Predictions.Energy
& Fuels, 20(5):2211�2222, September 2006.

[8] Ajay Kumar, David D. Jones, and Milford A. Hanna. Thermochemical Biomass Gasi-
�cation: A Review of the Current Status of the Technology. Energies, 2(3):556�581,
July 2009.

[9] Elizabeth. M. Hodge, Daniel. G. Roberts, David. J. Harris, and John. F. Stubington.
The Signi�cance of Char Morphology to the Analysis of High-Temperature Char-CO2
Reaction Rates.Energy & Fuels, 24(1):100�107, January 2010.

[10] Anup Kumar Sadhukhan, Parthapratim Gupta, and Ranajit Kumar Saha. Modeling
and experimental studies on combustion characteristics of porous coal char: Volume
reaction model.International Journal of Chemical Kinetics, 42(5):299�315, May 2010.

162



[11] S. Dutta and C. Y. Wen. Reactivity of Coal and Char. 2. In Oxygen-Nitrogen Atmo-
sphere. Industrial & Engineering Chemistry Process Design and Development, 16(1):
31�37, January 1977.

[12] Ian W. Smith. The intrinsic reactivity of carbons to oxygen.Fuel, 57(7):409�414, July
1978.

[13] I. W. Smith. The combustion rates of coal chars: A review.Symposium (International)
on Combustion, 19(1):1045�1065, January 1982.

[14] Ljubisa R. Radovic, Katarzyna Steczko, Philip L. Walker Jr., and Robert G. Jenkins.
Combined e�ects of inorganic constituents and pyrolysis conditions on the gasi�cation
reactivity of coal chars. Fuel Processing Technology, 10(3):311�326, June 1985.

[15] K. Raghunathan and Ray Y. K. Yang. Uni�cation of coal gasi�cation data and its
applications. Industrial & Engineering Chemistry Research, 28(5):518�523, 1989.

[16] P. L. Walker Jr., Frank Rusinko Jr., and L. G. Austin. Gas Reactions of Carbon.
In D. D. Eley, P. W. Selwood, and Paul B. Weisz, editors,Advances in Catalysis,
volume 11, pages 133�221. Academic Press, 1959.

[17] Matthew B. Tilghman and Reginald E. Mitchell. Coal and biomass char reactivities in
gasi�cation and combustion environments.Combustion and Flame, 162(9):3220�3235,
September 2015.

[18] P. M. Lv, Z. H. Xiong, J. Chang, C. Z. Wu, Y. Chen, and J. X. Zhu. An experimental
study on biomass air-steam gasi�cation in a �uidized bed.Bioresource Technology, 95
(1):95�101, October 2004.

[19] D. G. Roberts and D. J. Harris. Char Gasi�cation with O2, CO2, and H2O: E�ects of
Pressure on Intrinsic Reaction Kinetics.Energy & Fuels, 14(2):483�489, March 2000.

[20] Nimit Nipattummakul, Islam I. Ahmed, Somrat Kerdsuwan, and Ashwani K. Gupta.
Hydrogen and syngas production from sewage sludge via steam gasi�cation.Interna-
tional Journal of Hydrogen Energy, 35(21):11738�11745, November 2010.

[21] Siyi Luo, Bo Xiao, Xianjun Guo, Zhiquan Hu, Shiming Liu, and Maoyun He. Hydrogen-
rich gas from catalytic steam gasi�cation of biomass in a �xed bed reactor: In�uence
of particle size on gasi�cation performance.International Journal of Hydrogen Energy,
34(3):1260�1264, February 2009.

[22] Heinz-Jürgen Mühlen, Karl Heinrich van Heek, and Harald Jüntgen. Kinetic studies
of steam gasi�cation of char in the presence of H2, CO2 and CO.Fuel, 64(7):944�949,
July 1985.

163



[23] Ligang Wei, Shaoping Xu, Li Zhang, Changhou Liu, Hui Zhu, and Shuqin Liu. Steam
gasi�cation of biomass for hydrogen-rich gas in a free-fall reactor.International Journal
of Hydrogen Energy, 32(1):24�31, January 2007.

[24] Jose Corella, Jose M. Toledo, and Gregorio Molina. Steam Gasi�cation of Coal at Low-
Medium (600�800 °C) Temperature with Simultaneous CO2 Capture in Fluidized Bed
at Atmospheric Pressure: The E�ect of Inorganic Species. 1. Literature Review and
Comments. Industrial & Engineering Chemistry Research, 45(18):6137�6146, August
2006.

[25] C. Franco, F. Pinto, I. Gulyurtlu, and I. Cabrita. The study of reactions in�uencing
the biomass steam gasi�cation process.Fuel, 82(7):835�842, May 2003.

[26] Jinsong Zhou, Qing Chen, Hui Zhao, Xiaowei Cao, Qinfeng Mei, Zhongyang Luo, and
Kefa Cen. Biomass-oxygen gasi�cation in a high-temperature entrained-�ow gasi�er.
Biotechnology Advances, 27(5):606�611, September 2009.

[27] K. Holikova, R. Zajdlik, J. Markos, and L. Jelemensky. Comparison of Single Coal
Char Particle Combustion at Di�erent Conditions. Chemical Papers, 59(6a):413�420,
April 2005.

[28] Alexander Tremel, Thomas Haselsteiner, Christian Kunze, and Hartmut Splietho�.
Experimental investigation of high temperature and high pressure coal gasi�cation.
Applied Energy, 92:279�285, April 2012.

[29] G. S Liu, H. R Rezaei, J. A Lucas, D. J Harris, and T. F Wall. Modelling of a pres-
surised entrained �ow coal gasi�er: the e�ect of reaction kinetics and char structure.
Fuel, 79(14):1767�1779, November 2000.

[30] Paul A. Campbell, Reginald E. Mitchell, and Liqiang Ma. Characterization of coal
char and biomass char reactivities to oxygen.Proceedings of the Combustion Institute,
29(1):519�526, 2002.

[31] G. Liu, P. Benyon, K. E. Benfell, G. W. Bryant, A. G. Tate, R. K. Boyd, D. J. Harris,
and T. F. Wall. The porous structure of bituminous coal chars and its in�uence on
combustion and gasi�cation under chemically controlled conditions.Fuel, 79(6):617�
626, May 2000.

[32] Tadafumi Adschiri, Takao Nozaki, Takehiko Furusawa, and Zhu Zi-bin. Characteriza-
tion of coal char gasi�cation rate. AIChE Journal, 37(6):897�904, June 1991.

[33] S. Kajitani, S. Hara, and H. Matsuda. Gasi�cation rate analysis of coal char with a
pressurized drop tube furnace.Fuel, 81(5):539�546, March 2002.

164



[34] F. F. Peng, I. C. Lee, and R. Y. K. Yang. Reactivities of in situ and ex situ coal
chars during gasi�cation in steam at 1000�1400 °C.Fuel Processing Technology, 41(3):
233�251, February 1995.

[35] S. Wu, J. Gu, L. Li, Y. Wu, and J. Gao. The Reactivity and Kinetics of Yanzhou
Coal Chars from Elevated Pyrolysis Temperatures During Gasi�cation in Steam at
900�1200 °C.Process Safety and Environmental Protection, 84(6):420�428, November
2006.

[36] D. J. Harris, D. G. Roberts, and D. G. Henderson. Gasi�cation behaviour of Australian
coals at high temperature and pressure.Fuel, 85(2):134�142, January 2006.

[37] Klaus J. Hüttinger and Wolfgang F. Merdes. The carbon-steam reaction at elevated
pressure: Formations of product gases and hydrogen inhibitions.Carbon, 30(6):883�
894, January 1992.

[38] Robert H. Essenhigh and Ann M. Mescher. In�uence of pressure on the combustion
rate of carbon. Symposium (International) on Combustion, 26(2):3085�3094, January
1996.

[39] Charles R. Monson, Geo�rey J. Germane, Angus U. Blackham, and L. Douglas Smoot.
Char oxidation at elevated pressures.Combustion and Flame, 100(4):669�683, March
1995.

[40] David J. Harris and Ian W. Smith. Intrinsic reactivity of petroleum coke and brown coal
char to carbon dioxide, steam and oxygen.Symposium (International) on Combustion,
23(1):1185�1190, January 1991.

[41] N. V. Russell, T. J. Beeley, C. K. Man, J. R. Gibbins, and J. Williamson. Development
of TG measurements of intrinsic char combustion reactivity for industrial and research
purposes.Fuel Processing Technology, 57(2):113�130, September 1998.

[42] Trudy Beeley, Jack Crelling, Jon Gibbins, Robert Hurt, Melissa Lunden, Chi Man,
James Williamson, and Nancy Yang. Transient high-temperature thermal deactivation
of monomaceral-rich coal chars.Symposium (International) on Combustion, 26(2):
3103�3110, 1996.

[43] Reginald E. Mitchell, Paul A. Campbell, and Liqiang Ma. Characterization of Coal
and Biomass Conversion Behaviors in Advanced Energy Systems. Technical report,
Stanford University, 2007.

[44] K. Hedden. J1. Die bedeutung der reaktionsfähigkeit des Brennsto�s für koksbeheizte
Schachtöfen.Chemical Engineering Science, 14(1):317�330, January 1961.

165



[45] Prabir Basu. Combustion and Gasi�cation in Fluidized Beds. CRC Press, February
2006.

[46] Ronald W. Breault. Gasi�cation Processes Old and New: A Basic Review of the Major
Technologies.Energies, 3(2):216�240, February 2010.

[47] Mark J. Hornick and John E. McDaniel. Tampa Electric Polk Power Station Integrated
Gasi�cation Combined Cycle Project: Final Technical Report. Final Technical Report
DE-FC-21-91MC27363, National Energy Technology Laboratory, Morgantown, WV,
August 2002.

[48] M. La Villetta, M. Costa, and N. Massarotti. Modelling approaches to biomass gasi�ca-
tion: A review with emphasis on the stoichiometric method.Renewable and Sustainable
Energy Reviews, 74:71�88, July 2017.

[49] Prabir Basu. Chapter 5 - Gasi�cation Theory and Modeling of Gasi�ers. InBiomass
Gasi�cation and Pyrolysis, pages 117�165. Academic Press, Boston, 2010.

[50] Girish Ballal, Chin-Hsien Li, Roland Glowinski, and Neal R. Amundson. Single par-
ticle char combustion and gasi�cation. Computer Methods in Applied Mechanics and
Engineering, 75(1):467�479, October 1989.

[51] G Richards and R Breault. Gasi�cation fundamentals workshop. September 2009.

[52] Mayank Kumar and Ahmed. F. Ghoniem. Multiphysics Simulations of Entrained Flow
Gasi�cation. Part II: Constructing and Validating the Overall Model. Energy & Fuels,
26(1):464�479, January 2012.

[53] Miloslav Hajek and M. Robin Judd. Use of neural networks in modelling the interac-
tions between gas analysers at coal gasi�ers.Fuel, 74(9):1347�1351, September 1995.

[54] D. T. Lacey, J. H. Bowen, and K. S. Basden. Theory of Noncatalytic Gas-Solid Reac-
tions. Industrial & Engineering Chemistry Fundamentals, 4(3):275�281, August 1965.

[55] M. Ishida and C. Y. Wen. Comparison of kinetic and di�usional models for solid-gas
reactions. AIChE Journal, 14(2):311�317, March 1968.

[56] Julian Szekely, James W. Evans, and Hong Yong Sohn. Chapter 3 - Reactions of
Nonporous Solids. In Julian SzekelyJames W. EvansHong Yong Sohn, editor,Gas-
solid Reactions, pages 65�107. Academic Press, 1976.

[57] S. K. Bhatia and D. D. Perlmutter. A random pore model for �uid-solid reactions: I.
Isothermal, kinetic control. AIChE Journal, 26(3):379�386, May 1980.

166



[58] Y. Yang and A. P. Watkinson. Gasi�cation reactivity of some Western Canadian coals.
Fuel, 73(11):1786�1791, November 1994.

[59] S. K. Bhatia and D. D. Perlmutter. A random pore model for �uid-solid reactions: II.
Di�usion and transport e�ects. AIChE Journal, 27(2):247�254, March 1981.

[60] Simcha L. Singer and Ahmed F. Ghoniem. An Adaptive Random Pore Model for
Multimodal Pore Structure Evolution with Application to Char Gasi�cation. Energy
& Fuels, 25(4):1423�1437, April 2011.

[61] Youqing Wu, Shiyong Wu, and Jinsheng Gao. A Study on the Applicability of Ki-
netic Models for Shenfu Coal Char Gasi�cation with CO2 at Elevated Temperatures.
Energies, 2(3):545�555, July 2009.

[62] P. Salatino, F. Zimbardi, and S. Masi. A fractal approach to the analysis of low
temperature combustion rate of a coal char: I. Experimental results.Carbon, 31(3):
501�508, January 1993.

[63] M. Loewenberg and Y. A. Levendis. Combustion behavior and kinetics of synthetic
and coal-derived chars: Comparison of theory and experiment.Combustion and Flame,
84(1):47�65, March 1991.

[64] J.-L. Su and D. D. Perlmutter. E�ect of pore structure on char oxidation kinetics.
AIChE Journal, 31(6):973�981, June 1985.

[65] Ranajit Sahu, Yiannis A. Levendis, Richard C. Flagan, and George R. Gavalas. Phys-
ical properties and oxidation rates of chars from three bituminous coals.Fuel, 67(2):
275�283, February 1988.

[66] Edwige Sima-Ella, Gang Yuan, and Tim Mays. A simple kinetic analysis to determine
the intrinsic reactivity of coal chars. Fuel, 84(14-15):1920�1925, October 2005.

[67] Leungo Kelebopile, Rui Sun, and Jian Liao. Fly ash and coal char reactivity from
Thermo-gravimetric (TGA) experiments. Fuel Processing Technology, 92(6):1178�
1186, June 2011.

[68] Ljubisa R. Radovic and Philip L. Walker Jr. Reactivities of chars obtained as residues in
selected coal conversion processes.Fuel Processing Technology, 8(2):149�154, January
1984.

[69] Robert G. Jenkins, Satyendra P. Nandi, and Philip L. Walker Jr. Reactivity of heat-
treated coals in air at 500 .Fuel, 52(4):288�293, October 1973.

167



[70] Edwin Hippo and Philip L. Walker. Reactivity of heat-treated coals in carbon dioxide
at 900 . Fuel, 54(4):245�248, October 1975.

[71] Guang-wei Wang, Jian-liang Zhang, Jiu-gang Shao, Hui Sun, and Hai-bin Zuo. Ther-
mogravimetric Analysis of Coal Char Combustion Kinetics.Journal of Iron and Steel
Research, International, 21(10):897�904, October 2014.

[72] Bryan R. Woodru� and Alan W. Weimer. A novel technique for measuring the kinet-
ics of high-temperature gasi�cation of biomass char with steam.Fuel, 103:749�757,
January 2013.

[73] Cai Zeng, Lei Chen, Gang Liu, Wenhua Li, Baoming Huang, Hongdong Zhu, Bing
Zhang, and Vladimir Zamansky. Advances in the development of wire mesh reactor for
coal gasi�cation studies.Review of Scienti�c Instruments, 79(8):084102, August 2008.

[74] National Energy Technology Laboratory. Gasi�pedia. Online, 2016. Available:
http://www.netl.doe.gov/ research/coal/energy-systems/gasi�cation/gasi�pedia.

[75] J. Szekely and J. W. Evans. A structural model for gas-solid reactions with a moving
boundary. Chemical Engineering Science, 25(6):1091�1107, 1970.

[76] Madison A. Kelley, Micah S. Jakulewicz, Christopher B. Dreyer, Terence E. Parker, and
Jason M. Porter. System overview and characterization of a high-temperature, high-
pressure, entrained-�ow, laboratory-scale gasi�er.Review of Scienti�c Instruments, 86
(5):055106, May 2015.

[77] B. W. Brown, L. D. Smoot, P. J. Smith, and P. O. Hedman. Measurement and
prediction of entrained-�ow gasi�cation processes. AIChE Journal, 34(3):435�446,
March 1988.

[78] Nicholas R. Soelberg, L. Douglas Smoot, and Paul O. Hedman. Entrained �ow gasi�ca-
tion of coal: 1. Evaluation of mixing and reaction processes from local measurements.
Fuel, 64(6):776�781, June 1985.

[79] Charles R. Monson and Geo�rey J. Germane. A high pressure drop-tube facility for
coal combustion studies.Energy & Fuels, 7(6):928�936, November 1993.

[80] Kai Sun, Ritobrata Sur, Xing Chao, Jay B. Je�ries, Ronald K. Hanson, Randy J.
Pummill, and Kevin J. Whitty. TDL absorption sensors for gas temperature and
concentrations in a high-pressure entrained-�ow coal gasi�er.Proceedings of the Com-
bustion Institute, 34(2):3593�3601, 2013.

[81] H. Watanabe and M. Otaka. Numerical simulation of coal gasi�cation in entrained
�ow coal gasi�er. Fuel, 85(12�13):1935�1943, September 2006.

168



[82] Xijia Lu and Ting Wang. Water-gas shift modeling in coal gasi�cation in an entrained-
�ow gasi�er � Part 2: Gasi�cation application. Fuel, 108:620�628, June 2013.

[83] Shan Ouyang, Hasina Yeasmin, and Joseph Mathews. A pressurized drop-tube furnace
for coal reactivity studies. Review of Scienti�c Instruments, 69(8):3036�3041, August
1998.

[84] Yongseung Shin, Sangmin Choi, and Dal-Hong Ahn. Pressurized drop tube furnace
tests of global coal gasi�cation characteristics.International Journal of Energy Re-
search, 24(9):749�758, July 2000.

[85] Katherine Le Manquais, Colin Snape, Ian McRobbie, Jim Barker, and Victoria Pel-
legrini. Comparison of the combustion reactivity of tga and drop tube furnace chars
from a bituminous coal. Energy and Fuels, 23:4269�4277, 2009.

[86] Katherine Le Manquais, Colin E. Snape, Ian McRobbie, and Jim Barker. Evaluating
the Combustion Reactivity of Drop Tube Furnace and Thermogravimetric Analysis
Coal Chars with a Selection of Metal Additives.Energy & Fuels, 25(3):981�989, March
2011.

[87] Lars K. Hansen, Jan Fjellerup, Peter Stoholm, and Mogens Kirkegaard. The pres-
surized entrained-�ow reactor at Riso. Design Report Riso-R-822(EN), Riso National
Laboratory, November 1995.

[88] W.C. Reynolds. The Element Potential Method for Chemical Equilibrium Analysis:
Implementation in the Interactive Program STANJAN. Dept. Of Mechanical Engi-
neering, Stanford University, 1986. Version 3.

[89] Pratt & Whitney Aircraft. Determination of the Emissivity of Materials. Interim Final
Report PWA-2206, National Aeronautics & Space Administration, 1962.

[90] Christopher S. Goldenstein, Victor A. Miller, R. Mitchell Spearrin, and Christopher L.
Strand. SpectraPlot.com: Integrated spectroscopic modeling of atomic and molecular
gases.Journal of Quantitative Spectroscopy and Radiative Transfer, 200(Supplement
C):249�257, October 2017.

[91] Normand M. Laurendeau. Heterogeneous kinetics of coal char gasi�cation and com-
bustion. Progress in Energy and Combustion Science, 4(4):221�270, January 1978.

[92] Satoshi Umemoto, Shiro Kajitani, and Saburo Hara. Modeling of coal char gasi�cation
in coexistence of CO2 and H2O considering sharing of active sites.Fuel, 103:14�21,
January 2013.

169



[93] Bo Feng, Anker Jensen, Suresh K. Bhatia, and Kim Dam-Johansen. Activation Energy
Distribution of Thermal Annealing of a Bituminous Coal. Energy & Fuels, 17(2):399�
404, March 2003.

[94] Diego Alvarez and Angeles G. Borrego. The Evolution of Char Surface Area along
Pulverized Coal Combustion.Energy & Fuels, 21(2):1085�1091, March 2007.

[95] H. J. Curran, W. J. Pitz, C. K. Westbrook, G. V. Callahan, and F. L. Dryer. Oxidation
of automotive primary reference fuels at elevated pressures.Symposium (International)
on Combustion, 27(1):379�387, January 1998.

[96] Philippe Dagaut. On the kinetics of hydrocarbons oxidation from natural gas to
kerosene and diesel fuel.Physical Chemistry Chemical Physics, 4(11):2079�2094, May
2002.

[97] Osvalda Senneca, Piero Salatino, and Sabato Masi. The in�uence of char surface
oxidation on thermal annealing and loss of combustion reactivity.Proceedings of the
Combustion Institute, 30(2):2223�2230, January 2005.

[98] Kenneth S. W. Sing. 10 - Adsorption by Active Carbons. InAdsorption by Powders
and Porous Solids (Second Edition), pages 321�391. Academic Press, Oxford, 2014.

[99] Grand View Research. Activated carbon market analysis. Report code: 978-1-68038-
073-6, August 2016.

[100] SPI Supplies Division. Glassy carbon powder safety data sheet. Technical report,
Structure Probe, Inc., 2014.

[101] J. Rouquerol, D. Avnir, C. W. Fairbridge, D. H. Everett, J. M. Haynes, N. Pernicone,
J. D. F. Ramsay, K. S. W. Sing, and K. K. Unger. Recommendations for the char-
acterization of porous solids (Technical Report).Pure and Applied Chemistry, 66(8):
1739�1758, 1994.

[102] K. S. W. Sing. Reporting physisorption data for gas/solid systems with special reference
to the determination of surface area and porosity (Recommendations 1984).Pure and
Applied Chemistry, 57(4):603�619, 1985.

[103] Stephen Brunauer, P. H. Emmett, and Edward Teller. Adsorption of Gases in Multi-
molecular Layers.Journal of the American Chemical Society, 60(2):309�319, February
1938.

[104] Irving Langmuir. THE ADSORPTION OF GASES ON PLANE SURFACES OF
GLASS, MICA AND PLATINUM. Journal of the American Chemical Society, 40(9):
1361�1403, September 1918.

170



[105] J. Rouquerol, P. Llewellyn, and F. Rouquerol. Is the BET equation applicable to
microporous adsorbents? In F. Rodriquez-Reinoso P.L. Llewellyn, J. Rouqerol and
N. Seaton, editor, Studies in Surface Science and Catalysis, volume 160 ofCharac-
terization of Porous Solids VIIProceedings of the 7th International Symposium on the
Characterization of Porous Solids (COPS-VII), Aix-en-Provence, France, 26-28 May
2005, pages 49�56. Elsevier, 2007.

[106] ASTM. ASTM D6556-16 Standard Test Method for Carbon Black - Total and External
Surface Area by Nitrogen Adsorption. Technical report, ASTM, 2014.

[107] Elliott P. Barrett, Leslie G. Joyner, and Paul P. Halenda. The Determination of Pore
Volume and Area Distributions in Porous Substances. I. Computations from Nitrogen
Isotherms. Journal of the American Chemical Society, 73(1):373�380, January 1951.

[108] S. Lowell, Joan E. Shields, Martin A. Thomas, and Matthias Thommes. Adsorption
Mechanism. In Characterization of Porous Solids and Powders: Surface Area, Pore
Size and Density, number 16 in Particle Technology Series, pages 15�57. Springer
Netherlands, 2004.

[109] Baiyu Huang, Calvin H. Bartholomew, and Brian F. Wood�eld. Improved calculations
of pore size distribution for relatively large, irregular slit-shaped mesopore structure.
Microporous and Mesoporous Materials, 184:112�121, January 2014.

[110] Christian Lastoskie, Keith E. Gubbins, and Nicholas Quirke. Pore size distribution
analysis of microporous carbons: a density functional theory approach.The Journal
of Physical Chemistry, 97(18):4786�4796, May 1993.

[111] Bradley P. Russell and M. Douglas Levan. Pore size distribution of BPL activated
carbon determined by di�erent methods.Carbon, 32(5):845�855, January 1994.

[112] Anne Galarneau, François Villemot, Jeremy Rodriguez, François Fajula, and Benoit
Coasne. Validity of the t-plot Method to Assess Microporosity in Hierarchical Mi-
cro/Mesoporous Materials.Langmuir, 30(44):13266�13274, November 2014.

[113] Kenneth S. W. Sing. 7 - Assessment of Surface Area by Gas Adsorption. InAdsorp-
tion by Powders and Porous Solids (Second Edition), pages 237�268. Academic Press,
Oxford, 2014.

[114] P. Tarazona. Free-energy density functional for hard spheres.Physical Review A, 31
(4):2672�2679, April 1985.

[115] P. Tarazona, U. Marini Bettolo Marconi, and R. Evans. Phase equilibria of �uid
interfaces and con�ned �uids. Molecular Physics, 60(3):573�595, February 1987.

171



[116] T. G. Lamond, J. E. Metcalfe, and P. L. Walker. 6Å molecular sieve properties of
saran-type carbons.Carbon, 3(1):59�63, July 1965.

[117] Kenneth S. W. Sing, Françoise Rouquerol, Philip Llewellyn, and Jean Rouquerol. 9
- Assessment of Microporosity. InAdsorption by Powders and Porous Solids (Second
Edition) , pages 303�320. Academic Press, Oxford, 2014.

[118] John Landers, Gennady Yu. Gor, and Alexander V. Neimark. Density functional
theory methods for characterization of porous materials.Colloids and Surfaces A:
Physicochemical and Engineering Aspects, 437:3�32, November 2013.

[119] S. Figueroa-Gerstenmaier, F. R. Siperstein, A. Celzard, and V. Fierro. Application
of Density Functional Theory for Determining Pore-Size Distributions of Microporous
Activated Carbons. Adsorption Science & Technology, 32(1):23�35, January 2014.

[120] ASTM. ASTM D3172-13 Standard Practice for Proximate Analysis of Coal and Coke.
Technical report, ASTM, 2013.

[121] ASTM. ASTM D3176-15 Standard Practice for Ultimate Analysis of Coal and Coke.
Technical report, ASTM, 2015.

[122] Y. Q. Hu, H. Nikzat, M. Nawata, N. Kobayashi, and M. Hasatani. The characteristics
of coal-char oxidation under high partial pressure of oxygen.Fuel, 80(14):2111�2116,
November 2001.

[123] E. M. Fisher, C. Dupont, L. I. Darvell, J. M. Commandré, A. Saddawi, J. M. Jones,
M. Grateau, T. Nocquet, and S. Salvador. Combustion and gasi�cation characteris-
tics of chars from raw and torre�ed biomass.Bioresource Technology, 119:157�165,
September 2012.

[124] Indraneel Sircar, Anup Sane, Weichao Wang, and Jay P. Gore. Experimental and
modeling study of pinewood char gasi�cation with CO2.Fuel, 119:38�46, March 2014.

[125] Zeineb Bouraoui, Mejdi Jeguirim, Chamseddine Guizani, Lionel Limousy, Capucine
Dupont, and Roger Gadiou. Thermogravimetric study on the in�uence of structural,
textural and chemical properties of biomass chars on CO2 gasi�cation reactivity.En-
ergy, 88:703�710, August 2015.

[126] Juan Adánez, Luis F. de Diego, Francisco García-Labiano, Alberto Abad, and Juan C.
Abanades. Determination of Biomass Char Combustion Reactivities for FBC Applica-
tions by a Combined Method. Industrial & Engineering Chemistry Research, 40(20):
4317�4323, October 2001.

172



[127] Valerio Cozzani. Reactivity in Oxygen and Carbon Dioxide of Char Formed in the
Pyrolysis of Refuse-Derived Fuel.Industrial & Engineering Chemistry Research, 39
(4):864�872, April 2000.

[128] O. P. Mahajan and P. L. Walker Jr. Chapter 4 - Porosity of Coals and Coal Products.
In CLARENCE KARR, editor, Analytical Methods for Coal and Coal Products, pages
125�162. Academic Press, 1978.

[129] H. Marsh and W. F. K. Wynne-Jones. The surface properties of carbon-I the e�ect of
activated di�usion in the determination of surface area.Carbon, 1(3):269�279, April
1964.

[130] P. L. Walker Jr. and R. L. Patel. Surface areas of coals from carbon dioxide adsorption
at 298 K. Fuel, 49(1):91�94, January 1970.

[131] Robert B. Anderson, W. Keith Hall, James A. Lecky, and Karl C. Stein. Sorption
Studies on American Coals.The Journal of Physical Chemistry, 60(11):1548�1558,
November 1956.

[132] P. L. Walker, Jr. and K. A. Kini. Measurement of the Ultra�ne Surface Area of Coals.
Fuel, 44(6):453�459, 1965.

[133] Nancy Ko-Chieh Tsai.In�uence of high carbon monoxide concentration on the carbon
dioxide gasi�cation of a selected coal char. Ph.D., Stanford University, United States
� California, 2000.

[134] Reginald E. Mitchell, Robert H. Hurt, Larry L. Baxter, and Donald R. Hardesty.
Compilation of Sandia Coal Char Combustion Data and Kinetic Analyses: Milestone
Report. Technical Report SAND-92-8208, Combustion Research Facility, Sandia Na-
tional Laboratories, Livermore, June 1992.

[135] William F. DeGroot and G. N. Richards. Relative rates of carbon gasi�cation in
oxygen, steam and carbon dioxide.Carbon, 27(2):247�252, January 1989.

[136] Ljubi²a R. Radovi¢, Philip L. Walker Jr., and Robert G. Jenkins. Importance of carbon
active sites in the gasi�cation of coal chars.Fuel, 62(7):849�856, July 1983.

[137] Anthony A Lizzio, Hong Jiang, and Ljubisa R Radovic. On the kinetics of carbon
(Char) gasi�cation: Reconciling models with experiments.Carbon, 28(1):7�19, January
1990.

[138] Jacques Lahaye. The chemistry of carbon surfaces.Fuel, 77(6):543�547, May 1998.

173



[139] N. R. Laine, F. J. Vastola, and P. L. Walker. THE IMPORTANCE OF ACTIVE
SURFACE AREA IN THE CARBON-OXYGEN REACTION1,2. The Journal of
Physical Chemistry, 67(10):2030�2034, October 1963.

[140] Elizabeth J. Opila and Dwight L. Myers. Alumina Volatility in Water Vapor at Ele-
vated Temperatures: Application to Combustion Environments. January 2003.

[141] Philip E. Best, Robert M. Carangelo, James R. Markham, and Peter R. Solomon. Ex-
tension of emission-transmission technique to particulate samples using FT-IR.Com-
bustion and Flame, 66(1):47�66, October 1986.

[142] Leslie L. Isaacs. Studies of Coal and Char Properties. Technical report, The City
College of the City University of New York.

[143] W. Eisermann, P. Johnson, and W. L. Conger. Estimating thermodynamic properties
of coal, char, tar and ash.Fuel Processing Technology, 3(1):39�53, January 1980.

[144] R. K. Pathria and Paul D. Beale. 7 - Ideal Bose Systems. InStatistical Mechanics
(Third Edition) , pages 179�229. Academic Press, Boston, 2011.

[145] Alejandro Molina and Fanor Mondragón. Reactivity of coal gasi�cation with steam
and CO2. Fuel, 77(15):1831�1839, 1998.

[146] K. H. van Heek and H. J. Mühlen. Chemical Kinetics of Carbon and Char Gasi�cation.
In Jacques Lahaye and Pierre Ehrburger, editors,Fundamental Issues in Control of
Carbon Gasi�cation Reactivity, number 192 in NATO ASI Series, pages 1�34. Springer
Netherlands, 1991.

[147] Daniel Geo�rey Roberts. Intrinsic Reaction Kinetics of Coal Chars with Oxygen,
Carbon Dioxide and Steam at Elevated Pressures. Doctor of Philosophy, University of
Newcastle, Department of Chemical Engineering, November 2000.

[148] Robert H. Essenhigh and Mahendra K. Misra. Autocorrelations of kinetic parameters
in coal and char reactions.Energy & Fuels, 4(2):171�177, March 1990.

174



APPENDIX A

ERROR ANALYSIS OF CONVERSION AND TIME MEASUREMENTS

A.1 Conversion error

To quantify the uncertainty in a measurement, both the measurement error and random

error must be calculated. The standard deviation in conversion was calculated in Section 6.4

� this is taken to be the random error. The measurement error in conversion is calculated

as follows, starting with Eq. (1.4):

X = 1 �
mf

mi
(A.1)

mi and mf are de�ned as:

mi = mM 1 � mash (A.2)

mf = mM 2 � mash (A.3)

wheremM 1 is the particle mass from the �rst microbalance measurement (pre-test),mM 2

is the particle mass from the second microbalance measurement (post-test), andmash is the

mass of the ash in the particle.mash is calculated from the second microbalance measurement

and the TGA measurement, yielding:

mash = mM 2 � mTGA (A.4)

wheremTGA is the mass of the remaining carbon that was burned o� in the TGA (post-

test). Combining and rearranging the above three equations yields:

mi = mM 1 � mM 2 + mTGA (A.5)

mf = mTGA (A.6)

The above de�nitions can then be substituted into the equation for conversion yielding:

X =
mTGA

mM1 � mM2 + mTGA
(A.7)
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The measurement error for conversion,"X , is then de�ned as:

"X =

" �
@X

@mTGA
� "TGA

� 2

+
�

@X
@mM1

� "M1

� 2

+
�

@X
@mM2

� "M2

� 2
# 1

2

(A.8)

where:

@X
@mTGA

=
� (mM1 � mM2 )

(mTGA + mM1 � mM2 )2

@X
@mM1

=
mTGA

(mTGA + mM1 � mM2 )2

@X
@mM2

=
� mTGA

(mTGA + mM1 � mM2 )2

The error associated with the microbalance measurements,"M1 and "M2 , is 2 µg and the

error associated with the TGA measurement,"TGA , is 1 µg. Combining the above equations

yields the �nal form of the equation to calculate the measurement error for conversion:

"X =

" �
� (mM1 � mM2 )

(mTGA + mM1 � mM2 )2
� "TGA

� 2

+
�

mTGA

(mTGA + mM1 � mM2 )2
� "M1

� 2

+
�

� mTGA

(mTGA + mM1 � mM2 )2
� "M2

� 2
# 1

2

(A.9)

A.2 Time error

Regarding the measurement error for the exposure time, it is important to remember

how the exposure time is measured. A GoPro camera was used to record the movement

of the translatable rod which allowed the video to be analyzed on a single-frame basis to

determine at what time the particle exited and entered the probe. Therefore, the exposure

time is calculated as follows:

t = te � ts (A.10)

wherete is the end time andts is the start time. These terms are de�ned as:
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te =
t3 + t4

2
(A.11)

ts =
t1 + t2

2
(A.12)

wheret1;4 are the times that the probe was in a fully retracted state andt2;3 are the times

when the probe was in a fully extended state. Substituting these de�nitions in to the �rst

equation yields:

t =
t3 + t4

2
�

t1 + t2

2
(A.13)

The measurement error for time," t , is then de�ned as:

" t =

" �
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� " t1

� 2

+
�
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@t2

� " t2

� 2

+
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� 2
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� 2
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(A.14)

where:

@t
@t1

=
@t
@t2

= �
1
2

@t
@t3

=
@t
@t4

=
1
2

The error associated with each time measurement," t1� 4, is assumed to be equal to 2

frames from the GoPro video. Video was recorded at 29.97 frames per second giving an

error of 0.067 seconds. Combining the above equations yields the �nal form of the equation

to calculate the measurement error for time:

" t =

" �
�

1
2

� " t1

� 2

+
�

�
1
2

� " t2

� 2

+
�

1
2

� " t3

� 2

+
�

1
2

� " t4

� 2
# 1

2

(A.15)

The while the measurement error for time is relatively small, there is some variation in

the velocity of the rod as it is translated up and down which results in variations fort2 � t1

and t4 � t3. The scatter in these values is taken to be a conservative estimate of the random

error in the temporal measurement and it is estimated by taking the standard deviation of

each of these di�erences.
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A.3 Error results

The measurement error for time is dependent only on the frame rate of the GoPro camera,

thus the measurement error for time is constant for all particles � 0.067 seconds. However,

the estimated random error using the standard deviation of the translation times was cal-

culated to be 0.32 seconds. The measurement error for conversion, however, is dependent

on the values of the speci�c mass measurements for each particle, thus the measurement

error for conversion varies for each particle. The maximum measurement error for conver-

sion across all particles was 0.00049 (conversion ranges from 0 to 1). This low value for

the conversion measurement error is attributed to the resolution of the mass measurement

instruments being approximately three orders of magnitude smaller than the nominal weight

of the particles (micrograms compared to milligrams). When compared to the random error

introduced through the use of individual particles (0.0346; Section 6.4), it can be seen that

the random error dominates the experimental uncertainty.
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APPENDIX B

MASS AND TIME DATA

Table B.1: Raw data for the 1000 °C experiments.
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Table B.2: Raw data for the 1200 °C experiments.
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Table B.3: Raw data for the 1400 °C experiments at 1 bar and 5 bar.
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Table B.4: Raw data for the 1400 °C experiments at 10 bar and 15 bar.
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