HORIZONTAL RECEIVER AZIMUTH
ORIENTATION ESTIMATES AND
POSTSTACK INVERSION

by

Jacquelyn Daves



¢ Copyright by Jacquelyn Daves, 2018
All Rights Reserved



A thesis submitted to the Faculty and the Board of Trustees othe Colorado School of
Mines in partial ful llment of the requirements for the degree of Master of Science (Geo-

physics).

Golden, Colorado

Date

Signed:
Jacquelyn Daves
Signed:
Dr. Jim Simmons
Thesis Advisor
Golden, Colorado
Date
Signed:

Dr. John Bradford
Professor and Head
Department of Geophysics



ABSTRACT

The oil and gas industry is inherently volatile, and as a re$t) industry downturns force
companies to become more e cient. Companies that adapt anduscessfully control oper-
ating costs, while maximizing reserves, survive these dawms relatively unscathed. Un-
conventional reservoir plays can be proli ¢ hydrocarbon mducers, but require hydraulic
fracturing to enhance production. These reservoirs are gaally complex, heterogeneous,
and reservoir characterization becomes extremely di cultyet is critical for success. Utiliz-
ing time-lapse (4-D), nine-component (9-C) seismic data tcharacterize these reservoirs can
aid recovery. My 4-D, 9-C datasets are from the Wattenberg Hiez Colorado, USA, and the
reservoir targets are chalk formations within the Niobrara &rmation and the Codell member
of the Carlile Formation.

| performed a post stack sparse-layer inversion that appesato resolve the chalk benches
within the Niobrara Formation. These results are compared tpublished regional sequence
stratigraphic framework. In addition, this inversion was grformed in a time-lapse sense
to monitor how the reservoir has changed after two years of gauction. These time lapse
results correlate well with microseismic events and modelégdraulic fracture conductivity.
There is an overall increase in time lapse-change in the NostNestern portion of the section
that correlates with higher production.

Analysis and interpretations of seismic data are critical tsuccessful reservoir character-
ization, but when there are dataset issues (pertaining to gaisition and/or processing) this
leads to incorrect interpretations. In addition to the poststack inversion, | expose errors in
the H, orientation for the Monitor 1 survey (acquired immediatelypost-hydraulic fracturing)
that are consistent enough to produce coherent convertecave (C-wave), and shear-wave
(S-wave), re ection signal on the crossterms after rotatio to radial-transverse coordinates.

| then utilize two scanning methods to estimate théd; azimuth orientation for each receiver



gather. All three surveys were then re-rotated into radialfansverse coordinates with the

appropriate H; orientation azimuths.
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CHAPTER 1
INTRODUCTION

The Wattenberg Project has been the primary focus of the Raseir Characterization
Project (RCP) research consortium at the Colorado School ®flines since the fall of 2013.
This is an integrated e ort between Petroleum EngineeringEconomics, Geology and Geo-
physics and a collaborative e ort with Anadarko Petroleum Cogporation (APC). The objec-
tive of this research is to conduct dynamic reservoir chartarization to further understand
how to increase the recovery factor in the Niobrara Shale Regeir, Wattenberg, Colorado.
This project study area is located in Weld County, approximeely 35 miles North of Denver,
Colorado (Figure 1.1). The development of recommended workaws that utilize time-lapse
(4-D) multicomponent seismic data is a critical factor of tis project's objective and a topic
of this thesis.

4-D, nine-component (9-C) seismic data have the ability tadh@racterize fracture networks,
stress changes, and to potentially increase the hydrocarboecovery factor from unconven-
tional reservoirs (Riazi and Clarkson, 2017; Farfour and Y, 2016). Potential value added
from 4-D 9-C data lies in the ability to detect spatial and tenporal changes in the induced
fractures within the reservoir from shear-wave (SS or S-wavand converted-wave (PS or C-
wave) splitting, Amplitude-Versus-Azimuth (AVAZ) analyses,and Velocity-Versus-Azimuth
(VVAZ) analyses. In addition, time-lapse compressional-wav(PP or P-wave), C-wave and
S-wave azimuthal travel time analysis of full azimuth and oset data is a good monitoring
tool of stress eld and fracture variance.

In this project, the unmigrated, fully processed P-wave, @vave and S-wave gathers from
the Turkey Shoot surveys were sorted into Common O set, Comam Azimuth (COCA)
volumes to assess the travel time variance within the res@iv. The preliminary analysis

shed light on issues with the Monitor 1 shear-wave data. The8ave crosstermsRT , and



TR ) and the C-wave crosstermT) for this survey appeared as scaled down versions of the
principal components, where this energy could not be attrilied to anisotropy. Initially, the
scaled down energy, or cross-component leakage, was atitéddl to surface conditions present
during acquisition.

This thesis identi es the anomalous S-wave and C-wave re Bons (cross-component
leakage) on the time-lapse 9-C seismic, exposes and detewesithe cause of the anomalous
signal, recreates this signal with prestack modeling, thesstimates corrections to properly
rotate the prestack data into radial-transverse coordina&s. Standard 9-C and 3 component
(3-C) multicomponent data processing steps are proposed. hd corrected data are then
compared to the original eld data.

The second portion of this thesis details a thin-bed re ecfity inversion approach for
reservoir characterization. For controls, both a well datalerived synthetic and a simple
wedge model are run through both a thin-bed re ectivity invesion and a post stack model
based inversion. Results of the synthetic inversions areaayzed. Once con dence in
the inversion is established, the inversion is performed oald data, both in a static and
dynamic sense. The static inversion is related to geologyicithe dynamic inversion results
are interpreted with regard to hydrocarbon production.

| begin with a general literature review regarding multicorponent receiver orientation
and post stack seismic inversion. | then summarize data alability and details of the study
area, provide an overview of the geology, and background titg necessary for this thesis.
Chapters 2 and 3 discuss the multicomponent receiver oriation, while Chapters 4 and 5

detail the thin-bed re ectivity inversion.
1.1 Literature Review

The rst main topic discussed in this thesis is multicomponet receiver rotations. Al-
though P-wave energy has been the dominant component in eaption seismology, the use of
both vertically and horizontally polarized sources and mticomponent receivers has become

more common (Tatham and McCormack, 1991). The radial-tranerse coordinate system is
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area speci c to this study is in the southern part of the Watteberg Field (RCP, 2017).

essential for processing and interpretation of multicommpent data (Gaiser, 1999). Simmons
and Backus (2001a) also illustrate the important conceptd the radial-transverse coordinate

system and its application in detecting shear-wave splitig. Grossman and Couzens (2012)
present a case of improper rotations leading to misinterpiions and suggest an automated

receiver rotation. Additional rotation methods are discussd in Gaiser (2003), Nagarajappa
et al. (2013) and, Burch et al. (2005).

The second topic in this thesis is a P-wave post stack thin-tere ectivity inversion.
Direct inversion comes in many forms: direct inversion fompedance (Turin, 1957), recur-
sive trace integration (Lindseth, 1979), layer stripping Goupillaud, 1961; Robinson, 1978),
among others. The most commonly used inversion within RCP & model based inversion
(Cooke and Schneider, 1983; Russell and Hampson, 1991), Whias been used as Utley
(2017), Copley (2018), Harryandi (2017), White (2015), Mackane (2014), among others.
The thin-bed re ectivity inversion (which does not requirean initial model) attempts to es-
timate bed thickness and re ectivity in the frequency domai and has been popular among
Puryear and Castagna (2008), Portniaguine and Castagna (@49, 2005), Chopra et al. (2006),
and others. This type of inversion has also been conductedtive time domain and has been

published by Simmons and Backus (1994), Simmons and Back®996), Zhang and Castagna



(2011), Chen et al. (2001), and others.
1.2 Data Availability

Data provided by APC and RCP includes: microseismic, well Isg cores, tracer data,
DFIT, completion data, production data, and a time-lapse 9-Gseismic data that includes
one baseline survey and two monitors (Figure 1.2). The 4-D, ®-surveys were acquired
over the Wishbone section after drilling of 11 horizontal wid (Baseline), immediately after
completion and hydraulic fracturing (Monitor 1), and aftertwo years of production (Monitor
2) (Figure 1.3). Each survey was acquired with a single layoof 3-C geophones. Horizontal-
receiverH, was oriented at a nominal azimuth ofH, = 0 (North), which paralleled the
receiver lines. Compass headings were recorded for the hontal vibrators, S; and S,,
at each shotpoint location. C-wave and S-wave data were pessed in radial-transverse
coordinates assumingd; = 0 , and using the measured,; azimuth (with S, perpendicular)
for the S-wave source data (Gaiser, 1999; Simmons and Back2801b).

The crossterms were not migrated, thus, the premigrated fyl processed gathers were
used for the multicomponent analysis. The migrated P-waveath were inputs into the thin-
bed re ectivity inversion. Data processing of the three sweys was done commercially and
followed a standard 4-D time-processing ow shown in Figure.4

The horizontal wells trend North-South semi-perpendiculato the local maximum stress
direction of N70 W. A schematic cross section showing the idealized horizohiaell place-
ment is shown in Figure 1.5. Each well is numbered by the chrdiegical order of drilling.
Well spacing is variable. Average depth separation betweehe Niobrara C chalk and the
Codell sandstone is 150 feet. Lateral extent of each of thellgds a little over 1 mile, with
337 stages completed in the section. 10 horizontal wells westimulated using sliding sleeve
and 1 horizontal well was stimulated using a plug-n-perf siem. Three wells (7N, 8C, and
9N) in the section were completed with a zipper fracture. Theigper fracture process frac-
tures adjacent wells in a sequence which allows one well todéracture pressure while the

adjacent well is hydraulically fractured. Every well was hgiraulically fractured using cross-
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Figure 1.2: Map view of data availability (RCP, 2017).
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Figure 1.3: Timeline of data acquisition (RCP, 2017).



link gel in the rst ve stages, on average, and slickwater fothe remaining stages in the
well. The wells were hydraulically fractured and stimulatd from East to West. In summary,

there is large variability in well placement and fracture teatment.

P-wave S-wave C-wave
Layered refraction statics Shear source orientation analysis Geophone orientation analysis
Surface consistent deconvolution Rotation into radial/transverse Rotation into radial/transverse
Surface consistent residual statics Layered shear refraction statics P-wave refraction statics for source
3D noise removal Surface consistent deconvolution S-wave refraction statics for receiver
Surface consistent repeatability Surface consistent residual statics Surface consistent deconvolution
Differencing analysis 3D noise removal Surface consistent residual statics
PreStack Kirchhoff Time Migration Surface consistent repeatability 3D noise removal
Differencing analysis Surface consistent repeatability
Primary shear modes PreStack
Kirchhoff Time Migration Differencing analysis
Primary shear modes PreStack
Kirchhoff Time Migration

Figure 1.4: Processing sequence for all components

1.3 Geologic Overview

Before any seismic interpretation it is extremely criticato understand the data limita-
tions. It is equally important to understand the basic geolgic history before interpretation.
This section will provide a basic overview of the geologicgtory of the Wattenberg eld and
speci cs within our study area.

The Wattenberg Field is the most proli ¢ portion of the larger Denver Julesberg (DJ)
Basin. Encompassing 70,000 square miles, the DJ Basin is bded on the west by the
Colorado Rocky Mountains and extends to Wyoming, Nebraska arkhnsas. This basin is an
asymmetric foreland basin that is steeply dipping to the wésnd gently dipping to the east
(Figure 1.6) (Higley, Debra K and Cox, 2007). Reaching an appxisnate area of 1600 square
miles, the Wattenberg Field has been in production since thedI0s. Early conventional
development focused on gas production within the Lower Citous D and J Sandstone

(shown in Figure 1.7 at depths 7600-7800ft). As production pgoessed in the Wattenberg



West A Wells kickoff/target formation A East

J;' Zipper Frac

Figure 1.5: Cross section view through A-A' providing relativevell locations. Notice the
variability in well placement both spatially and in depth. A zipper fracture was conducted
with wells 9N, 8C and 7N.

Field, it was realized that the eld had multiple pay intervals increasing the reserves. As
unconventional development took ight, the focus shifted @ the Niobrara Formation and
Codell Sandstone of the Carlile Formation (shown in Figure 7.at depths 6800-7100ft and
colored blue in Figure 1.6). These reservoirs are considergttonventional due to their low
matrix porosity and permeability and require hydraulic stmulation for production.

Both the Niobrara Formation and the Codell Sandstone were depited in the Western
Interior Cretaceous (WIC) Seaway (Figure 1.8). This was an asymetric foreland seaway
that extended from the Arctic to the Gulf of Mexico. The Niobraa Formation was deposited
during higher sea level conditions which resulted in cocdblrich carbonate sediment (Smith,
2015; Sonnenberg, 2013). The sea level and climate was instant uctuation during this
depositional period. During times of transgression, warmeulf currents deposited cocolith-
rich carbonate chalks and during regression cooler currerrom the north deposited anoxic
marls (Figure 1.9). This formation is composed of inter-bedd chalks and marls and ranges

in total thickness from 200-400ft with the individual bencles ranging 30-50ft. Although



di cult to interpret on well logs, the chalks can be identi e d with higher resistivity, lower
gamma ray and higher permeability and porosity.

The Codell Sandstone was regionally deposited in low standmditions in the Eastern
portion of the WIC seaway. The sandstone is a hummocky, crossati ed, bioturbated, clay-
rich siltstone that was deposited in the eastern portion oftte seaway and is age equivalent
to the Eagle Ford Shale. On well logs the gamma ray appears asliaty sand/shale, the
resistivity ranges from 4-6 ohmms, porosity ranges from 115% and permeability is usually

greater than 0.01 mD (Smith, 2015).

West East

----------

=8 Tertiary
B Niobrara
B Greenhorn
E2 Cretaceous sandstones
= 1 Cretaceous Shales
"7 Jurassic
MILES Ea@l Triassic
Permian
B Pennsylvanian
mm Pennsylvanian-Permian Arkoses

W \Mississippian

Figure 1.6: West to east cross section through the DJ Basin (@wenberg, 2013).

The tectonics responsible for the formation of the DJ Basindgin with subsidence from
the WIC Seaway and the deposition of the Fountain Formation inhe Late Pennsylvanian.
The Laramide Orogeny (67.5-50 Ma) was a period of compressitesulting in basement
involved, right lateral wrench faulting that run SouthwestNortheast (Sonnenberg, 2013).
Associated with the wrench fault zones are high concentratie of normal faults. During
the mid-Tertiary, a period of extension caused the previolyscompressed basin to adjust.
The extensional stresses formed a series of grabens. Figud® khows a fault map over the

Wishbone section, the two parallel faults in the middle of thesection is referred to as the
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Figure 1.7: Generalized stratigraphic column of the DJ Basiand the modi ed stratigraphic
column modi ed to represent the geology within the study ar@ (Sonnenberg, 2007; RCP,
2017).
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Figure 1.8: Paleo-geographic map of the Late Cretaceous dtrating the WIS from the
present day Artic Ocean to the Gulf of Mexico (Blakey, 2014).



Carbonate
Deposition

Figure 1.9: Map of the deposition of the Late Creteceous Niobea showing warmer gulf
currents from the South and cooler Arctic currents from the Ndh (Locklair and Sageman,

2008; Hettinger and Kirschbaum, 2002).

Figure 1.10: Top Niobrara fault map over the Wishbone section. e graben in the middle
of the section is refered to as the central graben.
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central graben.

The World Stress Map from 2008 suggests that within the Wattgberg eld the modern
day stress direction is around N2GV (Grechishnikova, 2017). Speci cally within the RCP
study area, Dudley (2015) conducted a local maximum stresaaysis (Figure 1.11). Dudley
analyzed fracture image (FMI) logs from three di erent horibntal wells within the Wishbone
section and determined that the local average maximum hodntal stress direction is N68W.
The fractures within the Codell Sandstone were oriented N6&/ and within the two Niobrara
wells Dudley (2015) identi ed the dominant fracture orienaitions: 1) N6OW and N90 W
within one well and 2) N5SOE and N80 W in the other. Within the Niobrara wells there
was no visual di erence in fracture intensity between the cik and marl benches, although
it was determined that the Niobrara had a lower fracture counthan the Codell Sandstone

(Dudley, 2015).

Codell C Chalk C Chalk
Target — > Target ——* Target
" = 2900 ft. i = 1500 ft. }53:_,:;_3

350° L 10 - 00T 10°
100~ i3 T30 3305~ 38% ~30°

320°

Figure 1.11: Maximum horizontal stress directions average B68 W - derived from FMI
log interpretations from three horizontal wells (one targeng the Codell formation and two
targeting the Niobraray C chalk interval). The wells strike NS (modi ed from Dudley, 2015).

1.4 Background Information

This section details the basics needed to understand the wopresented in this thesis.

These topics include acquisition of 9-C data, the purpose @meneration of COCA gathers,
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and the process of developing the Wattenberg synthetic mdde

Acquisition of 9-C multicomponent data utilizes both verti@al and horizontal sources
and 3-C receivers (two horizontal components and one veri¢. P-wave data acquisition
utilizes a vertical source that generates particle motion grallel to the direction of wave
propagation. For pure P-wave data, the particle motion is akerved on the vertical and
horizontal receiver components. The distribution of P-waass on the vertical and horizontal
receivers is dependent upon the angle of emergence at theereer. The P-wave dataset used
for processing and analysis is taken from the vertical reger component only. | make use
of the fact that P-waves are recorded on the horizontal rea@rs for the horizontal-receiver
azimuth orientation in Chapters 2 and 3.

Converted-wave (PS or C-wave) data are generated with a veral source and the particle
motion is observed on the horizontal components. C-wavesoeded on the vertical receiver,
again due to a non-vertical emergent angle, are neglected-wave re ections are generated
by an incident (down traveling) P-wave re ecting as an SV-wa® and observed on the ra-
dial component R) as the radial direction is inline with the source-receiveazimuth. The
transverse componenfl is oriented orthogonal toR, and is used as a diagnostic indicator
of shear-wave splitting when non-zero.

Two orthogonal, horizontal sources generate particle mot perpendicular to the direc-
tion of wave propagation during S-wave data acquisition. Da acquired in eld coordi-
nates are rotated to radial-transverse coordinates for pcessing and analysis. The radial-
source radial-receiver component is denoted &R and is a proxy for SV-waves, while the
transverse-source transverse-receiver is a proxy for SH-waves (Omar, 2018). Cross-terms
RT (radial-source transverse-receiver) an@iR (transverse-source radial-receiver) are indi-
cators of shear-wave splitting when non-zero. Note that iddg RT = TR in the presence
of split shear-waves.

In a purely isotropic world, energy will only be observed orhe principle componentR,

RR and TT . Conversely, energy observed on the crossterm componentsRT and TR is

12



indicative of shear-wave splitting and anisotropy.

COCA gathers allow for azimuthal information preservationand the visualization of
anisotropy (Gray, 2007). COCA gathers are built by binning pestack data primarily by
CMP super gather location (with a large binning radius) witho set as the secondary sorting
key. Dierent from the common-o set stack, the tertiary sorting key is azimuth (Figure

1.12).

3) Azimuth Bin

O

2) Offset Bin

1) CMP

Figure 1.12: The basemap at the right shows a number of COCA seipgather locations
(blue). The backdrop shows the faults on the top Niobrara leeCOCA gathers are formed
by sorting the data within each binning radius by o set plane(secondary) and azimuth bin
(tertiary).

Created by Todd, 2018, the Wattenberg synthetic model inclwtl input from all 10
vertical wells within the Turkey Shoot survey. Density and snic logs were used to derive P-
impedance. The derived P-impedance and seismically dedveorizons were used to populate
the model (the interpolation method was a weighted averagelfrigure Payson 1.13 is the
result. To convert the model to time a velocity model was buil Once the model is populated
in time it was converted into re ection coe cients and convdved with a zero-phase 30hz

Ricker wavelet.
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Figure 1.13: Wattenberg Synethic Model - cross section thrgh the Turkey Shoot survey.
Star represent well locations, the black line is the cross sien. The red box indicates where
the Wishbone section is located (Todd, 2018)
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CHAPTER 2
SHEAR-WAVE REFLECTION-SIGNAL LEAKAGE IDENTIFICATION

2.1 Summary

Shear-wave (S-wave) and Converted-wave (C-wave) COCA gatis are used to expose,
and interpret, anomalous re ection signal on the Monitor 1 dta. Re ections on the cross-
components typically used as a diagnostic of shear-wave splitting where ection energy
exists, are seen in the overburden above the Niobrara intefvahere the hydraulic fractur-
ing occurred. S-wave COCA gathers show apparent S-wave ret®ns that are unrealistic,
and unrelated to anisotropy. C-wave COCA gathers pinpointhe cross-component leakage
as a global error in the nominal azimuth of the horizontal rexver H, during data acqui-
sition ( n1 10, rather than x{1 = 0 as assumed in the rotation to radial-transverse
coordinates).

Synthetic S-wave and C-wave COCA gathers qualitatively maa the cross-component
leakage caused by, = 10 , which con rms the hypothesis derived from the interpretaion
of Monitor 1 COCA gathers. Evidence that the leakage is caudéy a global error in the
nominal azimuth orientation of H; became obvious only from examination of the C-wave
transverseT component. C-waves only require a receiver rotation, thus, global error in
the nominal H, orientation will not cancel in the COCA gathers, and the leakge will exist
throughout the dataset.

The globalH; azimuthal error during data acquisition is likely due to cofusion between

true north, 4, =0 , and magnetic north ;=8 (or {1 =N8 E).
2.2 Basics

Simple synthetic examples illustrate the principles of pécle motion involved in the
P-wave rst-arrival, and C-wave re ection methods for estnating the H; azimuthal eld

orientation. A basemap of nine shotpoints (blue) and one rewver (green) is shown in Figure
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2.1a. Shots are located at the same relative o set from the ageiver and are separated by
20 azimuth increments from Shotpoint A to Shotpoint B. Horizonal receivers are oriented
North (N) and East (E) as shown in green.

Seismograms recorded on the N and E receivers from each slatpare shown in Figure
2.1b. Simple convolutional modeling generates the seismams, and the source-receiver
azimuth determines the distribution of energy onto the horontal receiver components. The
polarity convention for particle motion is positive to the Nath and East. For example,
shotpoint A located due North of the receiver generates a P-watraveling South, thus, the
polarity is negative (red trough). Shotpoint B, which is alnost due South of the receiver,
produces particle motion on the N component to the North, thusthe waveform is positive
polarity.

These concepts are applicable to both the P-wave rst arrivaand C-wave re ection meth-
ods for horizontal-receiver orientation. For the rst-arival and C-wave re ection methods,
the data are presumed to be direct P-wave arrivals and C-waye-SV) re ections, respec-
tively. Both types of events are assumed to have particle mon in the sagittal plane (the
vertical-radial plane between source and receiver) as showm Figure 2.1b.

The data in Figure 2.1b are not easily interpretable due to thazimuth-dependent signal
distribution onto the N = H; and E = H, receivers. Rotating the horizontal receiversi;
and H, into radial-transverse coordinates R=Radial, T =Transverse) is essential for multi-
component processing and interpretation as the azimuthakgendence of the source-receiver
orientation is removed (Gaiser, 1999). Azimuthal rotation® R T coordinates ( Ro7)
requires knowledge of the source-receiver azimuthsg) and the azimuth of the H, receiver
( H1) (H2 is orthogonal). sg is calculated from the source and receiver locations. Geaby,
an attempt is made to orient ; parallel to the receiver-line layout prior to data acquision.

Three simple examples of the R-T rotation are shown in Figure 2 using Equations 2.1
and 2.2. The source is depicted as the black circle, the reddablue arrows areH; and H,

respectively. The green and purple arrows indicatesg for receivers 2 and 3, respectively.
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Rotation from H; - H, coordinates to R-T coordinates is given mathematically as

" #
R cos( R sin( R H
_ | (Rot) ( rot) 1 2.1)
T sin( Rot) €OS( Ror) Ho2
where
R —_
ROT — SR~ HI1-
(2.2)

where gR is the source-receiver azimuth, andy ; is the azimuth of theH, receiver ( 1 =0
for this example).

S-wave data consist of the horizontal receivei$; and H, recorded from each of the two
horizontal vibrators (S; and S;) as S;H,, S;H», S;H4, and S;H,. These data are rotated to

radial-transverse coordinates (Simmons and Backus, 200Hs

RR RT _  c0S(Ror) sSin( Ror) SiHi SiH, cos(Ror)  sin( Ror) (2.3)
TR TT sin( Ror) cos( Ror) SeHi S:Hz  sin( 8o1)  cos( Sor) '
with
S — .
ROT = SR  si: (2.4)

The S-wave data in radial-transverse coordinates aRR . RT , TR, and TT whereRR is
de ned as radial source - radial receiveiRT as radial source - transverse receiver, etc. Note
that the azimuth orientation of sourceS; ( s;) is required, and it is assumed thaS, ? S;.
Shear-waves in radial-transverse coordinates are exandrater.

Now | consider the C-wave problem of Figure 2.2. Evemy, receiver is oriented North,
thus, 4, =0 for all receivers. The parameter that varies for each recewis sg, as the
source-receiver azimuth changes per location. For receide sg = 0 and from Equation
2.2, EOT = 0 . Moving clockwise, sg = 45 for receiver 2. In this case, as Equation 2.2

shows, Ry =45 0. For receiver 3, sg =90 , and consequently Ro; =90 .
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Figure 2.1: lllustration of P-wave (and/or C-wave) particlemotion as recorded on horizontal
receivers as a function of source-receiver azimuth. a) Basg with horizontal receivers
oriented North and East at the center of the map in green. Shotiints are shown in blue,
and are spaced at 20azimuth increments from shotpoint A to shotpoint B. b) Data recorded
on the North (N) and East (E) oriented receivers for each shotpt. The inherent assumption
is that the wave arriving at the receiver from each shotpoinpropagates in the sagittal plane
(vertical plane containing source and receiver).

o t& T% <
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Figure 2.2: Schematic illustration of the rotation of the harzontal-receiver components from
a) North (N) and East (E) to b) Radial (R) and Transverse (T). This gure depicts a basemap
in plan view of a shotpoint (black circle) and three receiver(1, 2, and 3). Radial-Transverse
rotation needs the source-receiver azimuth as determinegrin the (x,y) locations, and the

eld azimuth of the North receiver (the East receiver is orthgonal). The radial component
(red arrow in b) is oriented away from the shot along the souecreceiver azimuth, with the

transverse component perpendicular in the clockwise ditem.
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Data recorded from the shotpoints in Figure 2.1a are shown dgan Figure 2.3 with the
radial-transverse data below (Figure 2.3b). These data aretated using Equation 2.1 with
1 =0 , and the appropriate sr for each shotpoint. All data are now contained ok for

all shotpoints (azimuths), with T =0.

a) NE NE NE NE NE NE NE NE NE

SRk

b) RT RT RT RT RT RT RT RT RT

1433333333

A B

Figure 2.3: Rotation of the data in Figure 2.1b from North and Eado Radial and Transverse
(R, T). a) Data recorded on the North (N) and East (E) horizontal receivers (as in Figure
2.1b). b) Rotated to Radial R and TransverseT coordinates.

The radial-transverse rotation uses the correct azimuth dhe North receiver, 41 =0 .
In 3-D multicomponent data acquisition, eld crews generdy try to orient H; along the re-
ceiver lines.H, is then orthogonal by nature of the 3-C geophone design. Thewsce-receiver
azimuth, sgr is determined from the source and receiver (x,y) locationgviulticomponent
acquisition is imperfect, however, particularly with reged to the assumption of a constant
and consistentH, orientation. Variance of theH; azimuth, which can potentially vary at
each receiver location, must be identied and corrected dimg processing. An incorrect
assumption of ,; can lead to improper radial-transverse rotations. Residu@&nergy will
remain onT, with R consequently having incorrect amplitudes. Note that re econ energy
on the transverse component 6 0 is generally a diagnostic indicator of shear-wave splitig

for C-wave data.
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2.3 Improper Rotation to R-T Coordinates: Simple Synthetic Example

The simple synthetic data produced with misoriented horiatdal receivers are shown in
Figure 2.4. Here ;=20 (with 4, =110), as shown in green on the basemap in Figure
2.4a. The data are shown below in Figure 2.4b. Note that the shimcated at an azimuth
of sg = 20 (clockwise from North), now contains all energy omN° (with E°= 0). For
this source-receiver azimutiN °is actually the radial componentR since from Equation 2.2,

Ror =0 (and ECis the transverse component ).

Results of the radial-transverse rotation assumingy; = 0 , rather then the correct value
of 41 =20, are shown in Figure 2.5. Residual energy remains dh, and consequently,
the amplitudes of R' are in error.

Data recorded with the misoriented receivers and rotated t@dial-transverse coordinates
using p1 =20 are shown in Figure 2.6. The data are now properly rotated ontihe true

R and T components.

Basemap: Plan View
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Figure 2.4: Misorientation of the North (N) and East (E) receive components by 20. a)
The North and East receivers are rotated by 20to the East (green), with the same shotpoint
locations as in Figure 2.1a. The mis-oriented N and E compornsrare now denoted as N'
and E', respectively. b) Data recorded on the N' and E' compom¢s. Note now that the
shotpoint located 20 East of North has all data contained on the N' component, whersa
E' = 0. This shotpoint is radial to N', while E' is transverse.
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Figure 2.5: Radial-Transverse rotation of the data with the Ndh receiver misoriented by
20 to the East. a) Data recorded on the N' and E' components from #ngeometry of Figure
2.4a. b) Data in radial-transverse coordinates. The N' and Eomponents have been rotated
to R' and T' assuming that the North receiver is actually oriented North (,;; =0 ). Note
the energy onT', and as a result, the energy oRR' is less than it should be.

2.4 Field Data: Anomalous Crossterm Energy

C-wave and S-wave data from the Baseline and Monitor 2 surveyvere judged to show
no evidence of shear-wave splitting during commercial dafocessing. Monitor 1 S-wave
common-shot stacks (Figure 2.7) do show apparent re ectiongsal on the crosstermsRT
and TR . Note that these S-wave crossterms are the equivalent indioaof shear-wave split-
ting as is the C-waveT component (Omar, 2018).

The Niobrara interval is at 3500 ms, within which the hydraule fracturing occurred.
The re ection signal in the overburden is anomalous and caoh be explained in terms
of anisotropy. This anomalous signal was described as leggasomehow attributed to wet
surface conditions present during data acquisition, with nadditional explanation or analysis
provided.

Consequently, only the C-wave radial componerR, and the S-waveRR and TT com-

ponents from all three surveys were prestack time migratedhe C-waveT component, and
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Figure 2.6: Correct radial-transverse rotation assuming #t the azimuth of N°= 20 . a)
Input data in N', E' coordinates. b) Output data in radial-tra nsverse coordinates. All energy
is rotated onto R given that the correct ; is used in the rotation.

the S-waveRT and TR components were dropped after preprocessing.

In order to examine the anomalous Monitor 1 signal (Figure 2,71 use the preprocessed
unmigrated data for the following COCA gather analysis sireall C-wave and S-wave data
components are available.

COCA gathers for a super bin from the Baseline and Monitor 1 seeys are shown in
Figure 2.8. Isotropic 1-D traveltime moveout corrections hee been applied to the prepro-
cessed gathers, along with a bandpass Iter. Each of the compents were then super binned
(bins of 2500 ft by 2500 ft), stacked within 500-ft o set plaes and 20 azimuth sectors, to
produce the COCA gathers.

Three re ections (A ,B,C) are indicated along the time (vertical) axis. Re ectionsA and
B are in the overburden, while re ectionC is at the depth where the hydraulic fracturing
occurred. Gathers from the Baseline survey (Figure 2.8a) skhaminimal energy on the
crosstermsRT , TR, and T, and the clear separation of SV-waves ontBR , and SH-waves
onto TT , as expected. Monitor 1 gathers (Figure 2.8b) show the lealagRe ectionsA, B,

and C appear onRT , TR, and T as scaled versions dRR, TT , and R, respectively. Note
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Figure 2.7: Monitor 1 S-wave common-shot stacks from the dafaocessing report showing
undesirable energy oiRT and TR throughout the section.

that RT is reversed polarity relative toRR (most obvious for Re ectionC).

S-wave and C-wave data from Monitor 1 are unusable in this foras reported by the data
processing contractor. This characteristic is observed dhe COCA gathers throughout the
entire survey. S-wave dataRR, RT , TR, TT ) involve a source-side rotation which assumes
orthogonality betweenS; and S,, and known azimuthal orientations ofS; ( s;) andHi ( H1)
as seen in Equation 2.3. Small random errors in these orietitans tend to cancel in the large
spatial bin COCA gathers, but the crossterm energy has not naeled out. The energy is
coherent and not characteristic of HTI media. This analysisfahe S-wave data indicates
that signal leakage is a source and/or receiver orientatioissue not accounted for during
processing.

C-wave COCA gathers also show the crossterm leakage as seernhe T component in
Figure 2.8. Only a receiver-side rotation is required for Cave data which indicates that an
error in the H,; azimuth orientation is the rst-order cause of the signal lakage on theT,

RT , and TR components.
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Figure 2.8: COCA gathers, real data. The nominaly; =0 is used for the radial-transverse
rotation. a) Baseline survey. b) Monitor 1 survey. The C-waw gathers (right) have been
approximately registered with the S-wave gathers. Note thedkage of re ections ontdRT ,

TR, and T in b), even for re ections A and B which are considerably shallower than the

hydraulically fractured interval C.
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2.5 COCA Gathers: Prestack Synthetic Seismograms

The cross-component leakage was modeled using 9-C synihgtiestack data generated
by anisotropic re ectivity modeling (Fryer and Frazer, 198; Fryer and Frazer, 1987; Ken-
nett, 1983). Any, or all, layers may be generally anisotropiwith the restriction that the
layers be at and homogeneous. Vertical and orthogonal haontal forces are located at the
center of a squareX;y) grid, with 3-C receivers uniformly spaced irx and y. Plane waves
are propagated through the layered medium as a function ofefquency! , and horizontal
wavenumbersk, and Ky, the re ectivity response is calculatedR(!; Kk x; ky), and then a 3-D
inverse Fourier Transform produces the 9-C prestack data lsas in the time-space domain
(txy).

The square acquisition grid, with the sources at the centeprovides data at all azimuths
and o sets. Horizontal receiversH, and H, are oriented north and east (4; =0, {2 =
90 ), as are the horizontal-force sourceS; and S, ( s; =0 and s, =90 , respectively).
The earth model consists of an isotropic overburden ( ve l&ys), with an anisotropic (HTI)
target interval (four layers). Prestack data are rotated ito radial-transverse coordinates
assuming 41 =0 ,and s; =0 for the shear-wave source components.

Spherical divergence and traveltime moveout correctionseaapplied, then the data are
stacked into COCA gathers (Figure 2.9a). Re ections from witin the isotropic overburden
are indicated asA and B, with the HTI target interval identied as C. SV re ections are
contained onRR , SH re ections onTT , with the cross terms RT and TR ) containing the
split shear waves. P-SV re ections are contained oR, with T containing the split shear
waves. Omar (2018) provides examples of P-wave, C-wave, &dvave COCA gathers for
several di erent anisotropic models.

| model a global error in theH; azimuth occurring during data acquisition by rotatingH;
and H, for each sourceto y; =10 ( w2 =100 ), and then rotating the C-wave and S-wave
data to radial-transverse coordinates. | assumey; = 0 in the rotation to radial-transverse

coordinates, using the correct value ofs; =0 for the S-wave source rotation.
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Near Far Offset

Figure 2.9: COCA gathers, synthetic data. a) Rotated with thecorrect ; =0 . b) The

actual 41 = 10, but the radial-transverse rotation assumes i = 0 . Note the cross-
component leakage oRT, TR , and T. Consequently, the amplitudes orRR, TT and R

are in error.
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The corresponding COCA gathers are shown in Figure 2.9b. Thsocedure mimics my
interpretation of the Monitor 1 data. An unrecognized globalerror of ; = 10 causes
isotropic re ection energy (re ectionsA and B) to appear on the crosstermsRT , TR , and
T). Note that RT is a scaled version oRR, TR is a scaled version off T, and T is a
scaled version oR. Also note that RT is reversed polarity relative toRR . These data are
not interpretable with regard to shear-wave splitting andbr AVAZ (Cary, 2002; MacBeth
et al., 1994).

2.6 Discussion

Rotation of horizontal receiversH; and H, to radial-transverse coordinates is critically
important for C-wave and S-wave data processing and analgsiGeophone layout prior to
data acquisition attempts to align theH; azimuth, ; to a xed direction, generally this
nominal direction is parallel to the receiver lines (4, =0 for Wattenberg). COCA gathers
of the Monitor 1 C-wave and S-wave data, suggest a generalarin the nominal H; azimuth,
as w160 .

Initial analysis focussed on the S-wave COCA gathers. Theoss-component leakage
became clearly apparent looking at these prestack gatherxiuding the overburden data.
S-wave rotation to radial-transverse coordinates involge sg, n1, and the eld orientation
of s; (assuming that the eld orientation of s, ? ;). At this stage, however, the source
of the leakage was uncertain; receiver side due to a mis-otegion of H,, source-side due to
the mis-orientation of S;, or some combination thereof.

Analysis of the C-wave COCA gathers conrmed a receiver-sidissue with the eld
orientation of H;. No source rotation is involved for C-waves recorded from a nieal
vibrator. Visual inspection of COCA gathers from the Baselie, Monitor 1, and Monitor
2 surveys suggested that the Monitor 1 data were most a ectedlt is important to note,
however, that the magnitude of shear-wave splitting withinhe Niobrara interval is expected
to be very small (Omar, 2018). Consequently, therossterms(C-wave T component, and the

S-waveRT and TR components) will be weak in amplitude. As a result, estimatioof the
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true H, azimuth orientations is extremely important since the cragerm energy is diagnostic
of shear-wave splitting, and preservation of the correct assterm energy is needed for C-wave
(Simmons, 2009), and S-wave (Alford, 1986) splitting inveimns.

The simple synthetic example shows that a mis-orientationfo y; = 20 , produces an
amplitude error in R' when the data are rotated to radial-transverse coordinateassum-
ing w1 = 0. This is relevant to the Wattenberg data processing. C-wavand S-wave
preprocessing generally derives processing parametesrfrthe R, RR, and TT compo-
nents (surface-consistent amplitudes, surface-consisteleconvolution lters, re ection stat-
ics, etc.) and then applies these parameters to respectivossterm components. Errors in
the 1 values used for radial-transverse rotation, may compron@sghe quality of products
created during the seismic processing ow.

The cross-component leakage on the Monitor 1 survey was ialty identi ed on S-wave
COCA gathers. Re ection signal leakage on S-wave data coulte attributed to receiver
mis-orientations, and/or shear-source non-orthogonajitand/or receiver mis-orientations.
Leakage on the C-wave COCA gathers indicated that there wasraceiver side (,) acquisi-
tion issue. Utilizing both the S-wave and C-wave data were ccial in determining the cause
of the cross-component leakage. The receiver mis-orientat hypothesis was qualitatively
con rmed through synthetic prestack modeling. The followng chapter details two methods
that estimate H; azimuth orientations, compares the methods, exposes a giblpotation er-
ror of the Monitor 1 data, and provides local receivery ; estimates for the Baseline, Monitor

1 and Monitor 2 surveys.
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CHAPTER 3
HORIZONTAL-RECEIVER AZIMUTH ESTIMATION

Accepted for publication at the 2018 EAGE Conference Copenharyg, Denmark

3.1 Summary

This chapter details two approaches to estimate the azimutbrientation of H; for each
C-wave receiver gather to optimally rotate the horizontal @ceivers from eld coordinates
into radial-transverse coordinates. Concepts are illugited on the simple synthetic example
of Chapter 2, then applied to the Turkey Shoot data.

The rst approach uses P-wave rst-arrival energy to drive he algorithm and is often
employed on land and marine multicomponent data. The secorampproach uses C-wave
re ections on Limited-Azimuth-Stacks (LAS). Input data are common-receiver gathers of
the horizontal-receiver componentsH; and H,, as acquired in the eld. Both approaches
search for the optimalH; azimuth for each receiver (1), which when used to rotate the
data to radial-transverse coordinates, minimizes the ergyr on the transverse component,
and maximizes the energy on the radial component.

| nd that the P-wave rst-arrival method recognizes a global error in the Monitor 1 H,
azimuth orientation of 8 as summarized in histograms of the & values. Baseline and
Monitor 2 histograms are centered around§® 0. Spot checking some of the Monitor 1
histogram outliers suggested that these values may be in err Some authors have noted
with problems with this approach, particularly for onshoredata which tends to have a lower
signal-to-noise ratio than Ocean-Bottom-Cable or OceaneBtom-Node data.

The C-wave re ection approach nds the optimalH; azimuth that minimizes transverse

re ection energy in the overburden. It is interesting the tvo approaches give very simi-
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lar looking &% histograms, with the spread being considerably tighter wiit the re ection
method. The £ estimates from this approach are then used to correct the pmocessed

C-wave and S-wave data for further analysis.
3.2 Introduction

Various approaches to estimating the horizontal-geophom&imuth orientation ( 1) have
been proposed. Hodograms are often used for Vertical-Seistro le (VSP) data (DiSiena
et al., 1984) due to the relatively small number of receiversince this is an interactive,
graphical approach. Generally, the analysis window is gued by the P-wave rst arrival at
each receiver level. The horizontal receivers at each degd#vel have an unknown azimuth
orientation, and as a result, the direct P-wave arrival is reorded on both theH; and H»
receivers. A hodogram is simply the crossplot of the seismi@ce amplitudes within a
speci ed time window encompassing the P-wave rst arrival.

Hodograms for the simple synthetic data of Figure 2.1 are showmFigure 3.1. One looks
for linearity in these crossplots, whereby one then infers the azimuth aieof the horizontal
receivers. For example, for shotpoint A all energy is on the Kb (N) component. If the
shotpoint A hodogram instead looked like the top row, rightknowing the source-receiver
azimuth (from shotpoint A to the receiver) one could estimad the misalignment of the North
receiver. Crossplots of the East (horizontal) and North (veical) show linear trends for each
shotpoint from which the 4, is inferred from the slope of a line t to the crossplot. In ths
case, the azimuths of the linear trends are the source-ree®i azimuths.

Another common, more automated approach is to form the covamce matrix (Kanasewich,

1981; Zeng and McMechan, 2006) of thé¢; and H, amplitudes of common-receiver gathers

as
2 P P P P
H2 H1H23
2 offset time offset time g
CoMHy;Hz)=4 P P P P (3.1)
oH1 H3
offset time offset time
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Figure 3.1: Hodograms of the data recorded on the North (N) and Ba¢E) horizontal

receivers (Figure 2.1a). Each row shows the shots moving daise from shotpoint A to
shotpoint B. A hodogram is simply the crossplot of the seismitrace amplitudes (East is
along the horizontal axis, North is along the vertical axis).
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Figure 3.2: Hodograms of the data recorded on the North (N') and EB& (E') horizontal
receivers when the North receiver is oriented atl; = 20 . Now the azimuth inferred by
linear trend (slope) of the crossplots does not equal the soa-receiver azimuth. The data
are those of Figure 2.4.
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where the summations are taken over the time window and the &fal (o set) window of
the analysis. The covariance matrix is then directly solvedand the |, orientation angle is
determined from the eigenvalues and eigenvectors . This elit solution can be susceptible
to noise in the data, limited shotpoint azimuthal coverageand the polarity is ambiguous.
In addition, there is no quality control mechanism readily gailable with this method.

Both the P-wave rst-arrival and C-wave re ection methods uilize a scanning procedure
(Nagarajappa et al., 2013) that operates oRl; and H, common-receiver gathers to estimate

the optimal 4, for each gather as

0 cos trial sin trial
o - sin((S:R ) cos(( - ; . &2

where sg is the source-receiver azimuth, and@ is a trial value of the H; azimuth. Each
trace of theH; and H receiver gathers is rotated by sg 1@ producingR®and T°receiver
gathers. For each '@ | the RMS amplitudes of;—g are calculated within the analysis window,
and the minimum value vyields the optimal ;. The objective function is, thus,;—g( wial
and is displayed in decibels relative to;—g( oM, where " is the nominal ; generally
oriented parallel to the receiver lines (" =0 for the Wattenberg eld data).

Objective functions are used in all inversion problems. In amy problems, the objective
function involves the data mist (di erence between the obsrved and predicted data) and
a model regularization term. Generally, the objective fun@n is monitored and iterations
of the inversion cease when the objective function is no lagrgdecreasing. In the following
examples, | display the objective function values for the &re range of 1@ for illustrative,
and potentially, interpretive purposes.

The !@ scanning algorithm is applied to the simple synthetic dataand the results
are shown in Figures 3.3 - 3.4. Input data are that of Figure 2.4kbut now displayed as
receiver gathers (A and B indicate the traces recorded fronmhatpoints A and B, respectively

of Figure 2.4a). Each panel of Figure 3.3 shows the output of Egfion 3.2 using the @

value indicated by the azimuth icon. The energy of °decreases from upper left to lower left
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(moving left to right across each row) as @ approaches the correct value of £ = 20 .
The objective function is shown in Figure 3.4 as the RMS ratié% (top), and in decibels
relative to theratioat 2" (bottom). A virtue of displaying the objective function in decibels

relative to the value at " is that objective functions can be more easily compared.
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Figure 3.3: Example of theH; azimuth-scan algorithm applied to the simple synthetic
data of Figure 2.4b. Each panel shows the radial and transversomponents (R', T'),
ordered as gathers, obtained using al{@ in the radial-transverse rotation of Equation

trial  —

3.2. The icons at the bottom center of each panel indicate the@ trial values. 73
40; 30; 20 :::40 from the upper left to lower right.

3.3 H; Azimuth Orientation Estimation: Field Data, P-wave First Arriv als

An optimal £ for each C-wave receiver gather is obtained using the scamgiprocedure
outlined in Equation 3.2, and illustrated in Figures 3.3 - 3.4Field data H; and H, receiver

gathers, are minimally processed on input to the scan algthin. Gain as t*® is applied,
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Figure 3.4: Objective function for theH; trial azimuth-scan inversion shown in Figure 3.3.

a) Ratio of T/R' RMS amplitude values as a function of 2 . b) Ratio of T/R' RMS values

divided by the ratio obtained for the " =0 trial (the presumed nominalH; azimuth).

Results are displayed in decibels. The minimum of the objee¢ function gives the optimal
est =20 .
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wheret is two-way traveltime, the data are time aligned using P-wa¥ rst arrival picks, and
then noise bursts are attenuated using a time-frequency dam median lter.

Trace amplitudes within an 80 ms time window following the the-aligned P-wave rst
arrivals are considered in the analysis for the objective riation calculation. Data input to
the objective function are also o set limited to include ony shotpoints having o sets from
1500 x 5000 ft, wherex is the source-receiver o set. The trial azimuths {{@ range
from 90 :::90, Equation 3.2 is applied, and the RMS values of° and R° are calculated
for each @ .

Baseline and Monitor 1 time-aligned receiver-gathers frowarious receivers across the
survey are shown in Figures 3.5-3.11, and 3.12-3.18, respety. The H,, and H, input
gathers are at the left. Radial and transverse gathers obtad using " = 0 (Rnom,
Toom), and the optimal £ from the scanning algorithm Rest, Test), are shown in the
middle, and at the right, respectively. Energy onle is generally reduced relative to that of
Thom, although the amount of decrease is often very small.

The objective function is shown at the upper right of theTes; panel. A virtue of the
scan method is that it produces an objective function that aabe further examined, for the
depth of the minimum in particular. As discussed in Figure 3.4 the objective function is
displayed in decibels relative to the value for " = 0 , which is the nominalH; azimuth
during acquisition. The minimum of the objective function @es the &% that minimizes
energy on the transverse component after applying Equatidh?2.

The H; azimuth scan is applied to all receiver gathers from the theesurveys. Histograms
of the , estimates for Baseline, Monitor 1 and Monitor 2 surveys aréiewn in Figure 3.19.
Histograms for Baseline and Monitor 2 have their mode near theominal ; =0 , while
the mode for Monitor 1 ,; 8. This global skew of the Monitor 1 data causes the cross-
component leakage seen in the COCA gathers of Figure 2.8b, aindthe synthetic COCA
gathers of Figure 2.9b.
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Figure 3.5: H; azimuth estimation results. a) Baseline common-receiveatpers. Data are
aligned on the P-wave rst arrival. Hy, H, as acquired in the eld, after rotation to radial-
transverse assuming ;" = 0 (Rnom, Trnom), @nd after rotation to radial-transverse using
the estimated £ (Rest, Test)-
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Figure 3.6: H,; azimuth estimation results. a) Baseline common-receiveatpers. Data are
aligned on the P-wave rst arrival. Hy, H, as acquired in the eld, after rotation to radial-
transverse assuming ;" = 0 (Rnom, Trnom), @nd after rotation to radial-transverse using
the estimated £ (Rest, Test)-
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Figure 3.7: H, azimuth estimation results. a) Baseline common-receiveatpers. Data are
aligned on the P-wave rst arrival. Hy, H, as acquired in the eld, after rotation to radial-
transverse assuming ;" = 0 (Rnom, Trnom), @nd after rotation to radial-transverse using
the estimated £ (Rest, Test)-
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Figure 3.8: H; azimuth estimation results. a) Baseline common-receiveatpers. Data are
aligned on the P-wave rst arrival. Hy, H, as acquired in the eld, after rotation to radial-
transverse assuming ;" = 0 (Rnom, Trnom), @nd after rotation to radial-transverse using
the estimated £ (Rest, Test)-
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Figure 3.9: H,; azimuth estimation results. a) Baseline common-receiveatpers. Data are
aligned on the P-wave rst arrival. Hy, H, as acquired in the eld, after rotation to radial-
transverse assuming ;" = 0 (Rnom, Trnom), @nd after rotation to radial-transverse using
the estimated £ (Rest, Test)-
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Figure 3.10: H,; azimuth estimation results. a) Baseline common-receiverathers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.11: H; azimuth estimation results. a) Baseline common-receiveathers. Data

are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse

using the estimated &% (Rest, Test)-
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Figure 3.12: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.13: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.14: H,; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.15: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.16: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.17: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H,, H, as acquired in the eld, after rotation to
radial-transverse assuming ;1" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.18: H; azimuth estimation results. a) Monitor 1 common-receiverahers. Data
are aligned on the P-wave rst arrival. H;, H, as acquired in the eld, after rotation to
radial-transverse assuming ;7" = 0 (Rnom, Thom), @nd after rotation to radial-transverse
using the estimated &% (Rest, Test)-
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Figure 3.19: Histograms of the ,; estimates from the Baseline, Monitor 1, and Monitor
2 surveys. Baseline and Monitor 2 surveys have their mode meay; = 0 , whereas the
Monitor 1 mode is shiftedto y; 8.
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Many of the minima of the objective functions in Figures 3.5 -.28 are near thedB =0
line, which means only a very slight reduction in energy on ghtransverse component. Others
show a considerable reduction in transverse energy. The plaof the objective function may
be meaningful, in particular, the di erence between the marmum and minimum values (the
depth of the minimum). For example, in Figure 3.11 the objecte function for the receiver in
the bottom row has a much smaller di erence between the maxiim and minimum values,
than do the other two gathers. Note that the vertical scale iseastricted to 10 dB, the
actual maximum value over the azimuth scan range may be lamg#han what is shown.

A conjecture is that the atter objective functions, which have a relatively small di er-
ence between maximum and minimum values, may be more uncentédhan those objective
functions that show more clearly de ned minima, and may acemt for the scatter in the

H1 estimates. Histograms of the objective function di erencegnaximum - minimum) are
shown in Figure 3.20 (left), along with the £ histograms (middle). The relative asymmetry
of the Monitor 1 objective function histogram is most noticable (left, middle panel). The
right column in Figure 3.20 shows histograms of for the receiver gathers restricted to
those with a di erence in the objective function 3 dB. In general, these atter objective
functions account for some of the more anomalous’ values, but not all. A number of
these values exist at the modes of thef?} histograms.

Visual inspection of C-wavere ection data (receiver gathers in the form of LAS) having

est 45 was made to qualitatively validate (or not) outliers from the histogram modes.
The LAS receiver gathers inspected after applying Equation3did not show reduced energy
on the output transverse component.

The rst-arrival £ method is successful at nding the values of the histogram ndes,
in general, but the outliers from the modes are suspect. Noisethe input data is a poten-
tial cause, as is potential "out of the sagittal plane" P-wag polarization on the horizontal

receivers as pointed out by several authors (Burch et al., @9).
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In the next section | apply the same scan algorithm as shown Equation 3.2 to C-wave
re ection data, LAS of common-receiver gathers, to attemptd obtain more robust &%

values.

Figure 3.20: Histograms resulting from the P-wave rst-arrigl method. At the left are
histograms of the objective functiongnaximum - minimum values in decibels. These sum-
marize the depth of the objective function minima. In the midle are histograms of the &%
values. At the right are histograms of £ associated with objective function values below 3
dB. The aim is to see if the outliers of the £ histograms correlate withshallow objective
functions. They do to some extent, but values near thef® histogram modes also appear.

3.4 Horizontal-Geophone Azimuth Estimation: C-wave Re ection Data

The assumption of a simple earth model used in the P-wave rsrrival method does
not always hold (Burch et al., 2005). Complexities in the neasurface, and noise in the
data, complicate the P-wave rst arrival amplitudes resuling in unreliable source-receiver
azimuths. A possibly more reliable method utilizes re ect C-wave re ections (Gaiser, 2003;

Nagarajappa et al., 2013).
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The C-wave (P-SV) re ection method also assumes propagatian the sagittal plane
(vertical plane between the source and the receiver). In gemal, C-wave re ections will
be recorded on theH; and H, receiver components, and the scan method can be directly
applied. To increase the signal to noise ratio and preserveimuth information, receiver
gather LAS are used. The input data has been fully preprocessby the data-processing
contractor.

Similar to the P-wave rst-arrival method, this approach maimizes the C-wave re ection
energy on the radial component and minimizes the energy onelransverse component. An
optimal £ is estimated for each C-wave receiver LAS using the scanningopedure of
Equation 3.2 where now C-wave re ections are used to drive ¢halgorithm.

An example of the C-wave re ection-scan output for nine {73 values is shown in Figure
3.21. Output R®and T° LAS stacks (20 azimuth sectors) from Equation 3.2 are shown,
along with the 3 which is indicated in the azimuth icon positioned above eadR® T° pair.
The time window for analysis is indicated by the black bar (@ - 2.2 s) and is restricted
to the overburden. Hydraulic fracturing occurred deeper witin the Niobrara interval at
2.6s.

For each !7@ , the RMS energy within the analysis window is measured for ¢R% T°
output of Equation 3.2. Detailed examples are shown in Figuse3.22 - 3.25. The objective
function is shown as the solid line produced by scanning owat ' | with the circle showing
the objective function value for LAS gathers below. Output tansverse energy decreases, and
output radial energy increases, as theli@ producing the minimum of the objective function
is reached Figure 3.24.

The C-wave re ection method is applied to all receiver gathedlAS for Baseline, Monitor
1, and Monitor 2 surveys. Histograms of the £’ values are shown in Figure 3.26, along with
the histograms from the P-wave rst-arrival method. The re ection method results show
similar histogram modes as does the rst-arrival method, wh considerably less variance in

the & values.
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Figure 3.21: C-wave re ection scan method. Radi& and Transversel receiver-gather LAS
stacks are shown for a single receiver gather (28zimuth sectors). The azimuth icon above
each LAS pair indicates the {{ value used in Equation 3.2. The analysis time window is
indicated by the black bar, and is restricted to the overburdn (the Niobrara is at 2.6 s).
The optimal @ minimizes energy on T.
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Figure 3.22: Detailed view of the C-wave re ection scanning @hod. a) The objective
function for all 2 values (solid line), and the current trial value (blue cirat). b) Output
LAS using the current trial value. Note the similarity of R and T when the trial value is far
from the objective function minimum.
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Figure 3.23: Detailed view of the C-wave re ection scanning @hod. a) The objective
function for all 2 values (solid line), and the current trial value (blue cirat). b) Output
LAS using the current trial value. As the trial value approache the objective function
minimum, energy onT is reduced relative toR.
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Figure 3.24: Detailed view of the C-wave re ection scanning @hod. a) The objective
function for all 2 values (solid line), and the current trial value (blue cirat). b) Output
LAS using the current trial value. At the objective function minimum, there is no coherent

energy onT, and the energy onR is maximized.
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Figure 3.25: Detailed view of the C-wave re ection scanning @hod. a) The objective
function for all @ values (solid line), and the current trial value (blue cira). b) Output
LAS using the current trial value. Energy increases o as & moves away from the

objective function minimum.
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The C-wave re ection method is considerably more robust, ithat the spread of the
histograms is less, than is the rst-arrival method. It is iteresting, however, that both
approaches give similar estimates of the histogram modesdarecognize the "global skew"
of 41 8 for Monitor 1. This skew is most likely due to confusion betven true North
versus magnetic North during geophone layout.

Results from the C-wave method are judged to be more relialded are used to optimally

rotate the C-wave and S-wave data to radial-transverse cabinates for all three surveys.

Figure 3.26: &% comparison. a) P-wave rst-arrival method. b) C-wave re etion-stack
method. The two approaches give very similar histogram moslebut the C-wave re ection-
stack method has reduced scatter about the modes.

3.5 Cross-Component Shear-Wave Leakage Compensation

Preprocessed data were provided &, T, RR, RT, TR, and TT gathers. These data
were rotated back to eld coordinates using 1 =0 , and then rotated to radial-transverse

coordinates using the £ values from the re ection-stack method.
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The large and apparent global skew in théi; azimuth from the Monitor 1 survey was
easily identi ed with the P-wave rst arrival approach, but it is di cult to con dently utilize
the H, estimates for local rotations on Baseline, Monitor 1, and Mutor 2. Although the
local variations in the P-wave rst arrival histograms werenot reliable, the modes indicate
the global H; orientations. Histograms from the re ection-stack method ave the same
modes as the P-wave rst arrival method with more reliable loal variations for H; azimuth
estimates (Figure 3.26).

The re ection-stack £ values for each receiver are used to optimally rotate the Beline,
Monitor 1, and Monitor 2 data into radial-transverse coordiates. COCA gather compar-

isons are shown in Figures 3.28 - 3.42.

Figure 3.27: Baseline COCA gathers. a) S-wavlRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.
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Figure 3.28: Baseline COCA gathers. a) S-wavlRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.29: Baseline COCA gathers. a) S-wavdRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.
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Figure 3.30: Baseline COCA gathers. a) S-wavlRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.31: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.32: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.33: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.34: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.35: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.36: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.37: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.38: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.39: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.40: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Figure 3.41: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan &% values.
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Figure 3.42: Monitor 1 COCA gathers. a) S-waveRR, RT, TR, TT ) and C-wave R,
T) obtained using the nominal " = 0 . b) COCA gathers obtained using the C-wave
re ection scan £ values.

Cross-component energy is reduced, in general, after usihg £ values, particularly
for the Monitor 1 data. A veri cation in a di erent form is shown in Figure 3.43. These data
are a single azimuth-sectored stack (20 0 ; 10 central angle) of the C-wavel component
for all receiver gathers from Monitor 1. These are orderedatrarily from left to right within
a the panel. The left panel shows the data received from the qmessing contractor which
assumed " =0 . The panel at the right shows the data after using the {7} values from
the C-wave re ection-stack method.

Note the coherent energy in the overburden (expected to be igupic) at 2.0, and
the energy at the Niobrara level at 2.5 s on the left panel. These energy is considerably

reduced upon using the £ values in the radial-transverse rotation (right panel).
3.6 Discussion

The P-wave rst arrival method identi ed, and corrected for, the global error of the
Monitor 1 H; eld-azimuth orientations. Cross-component leakage is m@oved, to rst-order,

by this compensation. The key step was recognizing the chataristics of the leakage on
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Figure 3.43: Monitor 1, transverse component (T) common-rever, azimuth-sector stack,
for the azimuth sector from O 20 . Each trace is a stack of the moveout-corrected 0 20
azimuth sector for each common-receiver gather (arbitrdyi ordered). Left) Using " =
0 from the production processing. Right) Using the £ values from the re ection-stack
method. Note the energy on the left panel, and the reduction ienergy when the radial-

transverse rotation is properly applied.
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prestack S-wave and C-wave COCA gathers, and then using peask modeling to verify the
hypothesis that the leakage is caused by a globll, azimuth mis-orientation.

Histograms for both methods display a spread dfl; orientations around the mode for
each survey (Figure 3.26). This histogram spread could be nkagy shear-wave splitting
signal, since the magnitude of the splitting is expected toebsmall ( 2-7 ms for S-wave
splitting,  1-3 ms for C-wave splitting, depending on the thickness oféHractured interval),
and vary laterally (Omar, 2018).

The histogram spread from the P-wave rst arrival method wasot reliable and could
not be used for localH; rotations. The C-wave re ection-stack approach produced are
reliable estimates, and these®’ values were used to correctly rotate the C-wave and S-wave
data into radial-transverse coordinates.

C-wave COCA gather analysis con rmed our hypothesis of a dlal H, orientation er-
ror. Lacking C-wave data, it would have been di cult to determine whether the acquisition
orientation issue was receiver side, source side, shearrse non-orthogonality, or some com-
bination thereof. We recommend such analysis as a standardr fmulticomponent data
processing.

In addition, the P-wave rst arrival method should be appliel early in the processing
sequence to determine an initial ;1" value for radial-transverse rotation. After data prepro-
cessing, the C-wave re ection-stack method could be appli¢o re ne the radial-transverse

rotation to the data input to migration (Simmons and Backus,2001b).
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CHAPTER 4
SPARSE-LAYER REFLECTIVITY INVERSION

4.1 Introduction

The ultimate goal in oil and gas is to optimize exploration ath exploitation of the reser-
voir of interest and the use of seismic to reach this goal isteamely important. Seismic
exploration aids in the mapping of geological features assated with the petroleum sys-
tem and seismic exploitation bolsters the characterizatioof subsurface static and dynamic
reservoirs (Chopra and Marfurt, 2005). These speci ¢ paragters include, but are not lim-
ited to: horizon depth, reservoir thickness, faults, hetegeneity, porosity, permeability, and
thermodynamics. Although logging programs measure a handifof these parameters, they
are laterally sparse and incomplete. Seismically derivettrébutes provide estimates that are
sensitive to geology and reservoir properties that help tafer parameters of interest (Chopra
and Marfurt, 2005). Seismic inversion is considered a seisnattribute as it encompasses
seismically derived parameters.

Post stack seismic inversion attempts to extract relativel@anges in impedance from post
stack seismic data. Direct inversion methods estimate thenpedance directly from the
data. The least-mean-squared-error approach of Turin (19) recursive trace-integration
(Lindseth, 1979), and layer-stripping methods (Goupillad, 1961; Robinson, 1978) are direct
inversion methods. These direct methods assume that the daare noise free, and that the
seismic wavelet is known exactly.

Another class of post stack inversion methods use an assumedhiard-modeling operator
to iteratively adjust an initial impedance model until a goa t between the observed and
predicted data is achieved. These indirect methods requitkat the initial model be close
to the true model (Cooke and Schneider, 1983; Russell and Hasop, 1991), and iteratively

adjust/update the impedance model using a Generalized Liaelnversion (GLI) framework
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(Keys and Weglein, 1983). Within the GLI framework, the user edectively weights the
data mist (Least-Mean-Squared-Error (LMSE) |, norm), and the modelreasonableness
Model reasonablenesss an arbitrary term, user (inverter) dependent, and is imgmented
mathematically through use of the model-covariance matrixTarantola 2005). Generally,
the model covariance matrix limits adjustments to the curret model at each iteration, but
can also be speci ed to incorporate relationships betweenoatel parameters.

The post stack GLI inversion of Hampson-Russell (STRATA) is ¢én used within RCP.
Note that this inversion is heavily constrained. Horizons areequired to guide the inversion,
and a layer time-thickness (block size) is speci ed a priori The model weighting factor
weights the model reasonableness versus the data mist (i.enodel covariance matrix in
some form), and is rather insensitive, due to the horizon ardyer time-thickness constraints
(examples to be shown later).

Qualitative interpretation/inversion methods involve sesmic attributes (Chopra and Mar-
furt, 2008), where the goal is to expose seismic anomalieg/pically, a variety of attributes
are generated, and the user determines which attributes ameaningful for her/his particular
prospect.

Spectral decomposition (Partyka et al.,, 1999) is a qualitate inversion that attempts
to infer geological bed thicknesses in the frequency domaand has found success exposing
stream channels (Sinha et al., 2005), as well as di erentiag hydrocarbons from brine (Chen
et al., 2001; Chen et al., 2008). The vertical traveltime sepation of seismic re ections
produces a particular amplitude spectrum in the frequencyainain. Spectral decomposition
uses Short-Time-Fourier-Transforms (STFT) to decompose éhpoststack seismic volume
into frequency bands which are related to bed thickness. Cstant-frequency slides in plan
view can expose lateral changes in layer thickness.

An extension to the spectral decomposition approach involsex more elaborate inversion
that attempts to estimate bed thickness ande ectivity in the frequency (spectral) domain

(Puryear and Castagna, 2008; Portniaguine and Castagna, @0 2005; and Chopra et al.,
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2006; among others). This thin-bed re ectivity inversion gses STFT to spectrally decompose
the seismic trace. Time, and space-variant (if speci ed), avelets are deconvolved from the
input data in a constrained fashion. Thin-bed thickness and the re ection coe cients athe
top and base of the thin layer are estimated. The objective fiction includes the data mist
and a model-based term that controls thesparsity of the estimated re ection coe cients
(Portniaguine and Castagna, 2004; Puryear and Castagna,dg).

Thin-layer re ectivity-like inversion methods have also leen cast in the time domain. The
rst application is that of Simmons and Backus (1994), and $mons and Backus (1996).
Post stack data are inverted (modeled) as a sparse set of tHayer basis functions. In their
o shore case-history, sparsity exposed that the assumptimf a white re ectivity spectrum in
the wavelet estimation process was incorrect. Consequentheir wavelet was modi ed for a
blue re ectivity spectrum, which signi cantly reduced the data mis t of a known thin-layer
re ection, and produced more accurate estimates of the thilayer thickness.

Time-domain sparse-layer inversion has more recently beeast into a basis pursuit in-
version by (Zhang and Castagna, 2011). This work is a rediseoy of the Simmons and
Backus (1996) approach. The basis functions are now refatr® as the basis pursuit dictio-
nary (Chen et al., 2001), and the inversion is solved more blarately than that of Simmons
and Backus (1996).

| had hoped to evaluate the time-domain sparse-layer basisirguit approach of Zhang
and Castagna (2011) using Lumina Geophysical's UItFY software package. Contractual
arrangements could not be made in time so | moved forward witlhe thin-bed re ectivity
code of Puryear and Castagna (2008), and Portniaguine and €agna (2004, 2005).

The thin-bed re ectivity code is ThinMan, a commercial codeprovided by SigmaCubed.
Seismic traveltime horizons are not needed, nor is a presumkayer time-thickness. My
objective is to evaluate this approach for exposing laterafriations in thin-bed re ectivity
and/or layer thickness, and comparing results with the moreonstrained GLI approach of

Hampson-Russell.
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| review the theory behind the ThinMan and GLI approaches. Hocompleteness, |
also discuss the time-domain sparse-layer inversion (Sirans and Backus, 1996; Zhang and
Castagna, 2011) since this type of inversion may be suitaldter use on the Eagleford project
(RCP Phase XVII).

| apply spectral thin-layer re ectivity inversion to two synthetic datasets; the simple
seismic wedge model, and a more elaborate 3-D synthetic lhs# the Wishbone section
which was constructed from well logs, tops, and seismic hoons (Payson Todd, personal
communication). ThinMan results are compared with those dilampsonRussell's poststack
GLI inversion (STRATA). | perform parameter testing, and conpare the best results from
each method.

| then apply ThinMan to Baseline full stack data for a static nterpretation of the geology.
In addition, | apply the inversion to Baseline and Monitor 2 ® angle stacks as a proxy for
time-lapse AVA, since ThinMan operates on post stack data. Ralts are then compared

with those of Copley (2018), and Utley (2017).
4.2 The Convolutional Model

The advent of inversion of poststack seismic amplitude forcaustic impedance was a
major contribution as estimations of the earth's acousticnnpedance is a very desired at-
tribute. Hampson and Russell's (1991) "comparison of poststk seismic inversion methods"
provides a brief, yet thorough, summary of the post stack imrsion methods at the time
(Figure 4.1). All poststack inversion methods assume that aisenic trace can be modeled

with the convolution equation:
d=W r+n: (4.1)

whered is the seismic traceW is the seismic wavelett is re ectivity series to be estimated in
the inversion, n is additive noise, and represents convolution. Equation 4.1 indicates that,
in theory, if we deconvolve the wavelet, remove the additiveoise and reverse the amplitude

scaling, we should recover the re ectivity, and thus, the amustic impedance (Russell and
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Hampson, 1991).
The di erence between the various poststack inversion metlls (Figure 4.1) is the ap-
proach at which they solve this equation, but the general appach can be visualized in

Figure 4.2.

Figure 4.1: Summary of post stack inversion methods (Modi ettom Russell and Hampson,
1991).

Figure 4.2: General approach to post stack inversion (Modicefrom Russell and Hampson,
1991).

Direct inversion methods assume that the wavelet is known agtly, and that the data

are noise free (Turin, 1957; Lindseth, 1979; Goupillaud, 89; Robinson, 1978). The indirect
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GLI approach (Cooke and Schneider, 1983) uses a wavelet mstie obtained from a well
log-based re ection coe cient time series, or derived diretly from the data, and poststack
data at the well location. The common approach within RCP hadeen to use a stochastic
wavelet estimate. In this case, the main assumption is thahe autocorrelation of the data
is the autocorrelation of the seismic wavelet. A zero phaseavelet is then estimated that
has the same autocorrelation. Note that errors in the wavelestimate will map into errors

in the re ectivity estimates.
4.3 Model-Based Post Stack Inversion Theory

As Figure 4.2 illustrates, poststack inversion attempts to m the re ection coe cients
that when convolved with the wavelet, model (predict) the oberved seismic trace. The
objective function is a combination of thedata mis t, and model reasonablenesshich tends
to keep the updated model close to the previous model (i.e. ajegic constraints). In this
case, the model is an initial low frequency P-impedance mddkat is generated from well
data and horizons. The inversion process iteratively solvdor re ectivity by identifying
di erences between the input seismic data and the synthetgeismic formed from the model.
The iterative process modi es the model to compensate for the discrepancies. This works

to minimize the equation:
J=w; (d W r)+w, (M Hr): (4.2)

Where J is the objective function, d is the seismic trace,W is the wavelet, r is the
re ectivity at the current iteration, M is the initial impedance modelH is the integration
operator that when applied to the re ectivity estimate produces the updated impedance,
and w; and w, are weighting factors (note thatw; + w, =1). A larger value for w; forces a
solution that minimizes the data mis t (observed - predictel data), whereas a smaller value
of wy, and consequently a larger value oiv,, forces a solution update that stays close to
the initial impedance model (HampsonRussell help documemian). To allow the model to

deviate from the initial guess, | used the stochastic modely inversion ("soft" constraint)
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where a value forw; is set (thus indirectly choosing a value fow,).
Multiple iterations (updates) are required because oi, 6 0, and also because of the
requirement that the re ectivity (impedance) updates mimc the input seismic time horizons,

and updates are controlled by the pre-speci ed input layerime-thickness.
4.4 Thin-Bed Re ectivity Inversion Theory

The resolution of seismic data is the limiting factor for inerpretation. The term "thin-
bed" comprises of the idea of resolving power and the abilitgp distinguish individual prop-
erties of that bed. As the thickness of a bed decreases, thessac response becomes a
composite since the re ections from the top and base of theithlayer interfere. The top
and base re ections are no longer resolved, and the amplites of the top re ection (now a

composite) vary due to the interference. For a layer time-ibkness 1=8 , where the seis-

velocity

mic wavelength = frequency ’

the re ection response is the time derivative of the wavelg

and the amplitudes contain the information on layer thicknss. At this point, the resolving

power is lost. In the presence of noise, as eld data inherdytis, this value decreases to
as low as 1/4 . Thin-layer resolving power is dependent on both the domita frequency

of the incident wavelet and the signal to noise ratio (Widesd,973). Therefore, to improve
the resolution of seismic data, the frequency bandwidth mubke improved; acquisition and

processing parameters are what control the spectral banaith.

Deconvolution is a common and conventional method that attepts to increase reso-
lution. The ultimate purpose of spiking deconvolution (apfied prestack most commonly,
or poststack) is to improve the temporal resolution throughthe compression of the source
wavelet to a spike (Yilmaz, 2001). This process aims at incr&ag the resolution of re ected
events by convolving the seismogram with a wavelet inverséter to increase the bandwidth
(whiten the amplitude spectrum) of the input data. Since theseismic signal is inherently
band limited, the user determines the usable frequency ramgand typically applies a band-

pass lIter to the deconvolved data.
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Note that the concepts of inversion are applicable to spikingeconvolution. The user
speci es a prewhitening factor that acts as damping in the ad®nvolution least-squares |-
ter estimation. Prewhitening performs similarly to the moel covariance matrix discussed
earlier. A large prewhitening value causes the least-sqear Iter to do less as does a large
value ofw, in Equation 4.2. Interpretive judgement is also involved imeciding the whitened
frequency-bandwidth having su cient signal-to-noise rato (the passband for the subsequent
band-pass lIter). Deconvolution is a bit of an art, as is invesion, with the inherent compro-
mise ofdata t versus model resolution

Thin-bed re ectivity inversion is a spectral inversion thd attempts to resolve thin layers
that lie below the conventionally-believed seismic resdlan without any well-data input.
Note that the ThinMan code is not documented, so inferences &s the details of the algo-
rithm are made from Portniaguine and Castagna (2004, 20059nd Puryear and Castagna
(2008).

The objective function is given by Portniaguine and Castagn(2004) as

min[jjreal(F(m)) dj.+ S (m):] (4.3)

whereF (m) is the predicted (modeled) datad is the observed datam are the thin-bed
re ectivity estimates, and S(m) is a sparsity operator. A complex-valued wavelet librarysi
contained inF, the details of which are not clear.

Theory behind the thin-bed re ectivity inversion is preseted by Puryear and Castagna
(2008). | attempt to illustrate the concepts behind ThinMan(and spectral decomposition) in
Figures 4.3 - 4.5. Wedge model re ection coe cients as funain of the layer time-thickness
are shown in Figures 4.3a and 4.3b. Re ection coe cients arepposite sign at the top and
base in Figure 4.3a, and the same sign in 4.3b. The corresporgdamplitude spectra are
shown in Figures 4.3c and 4.3d.

As the wedge model time-thickness varies, the notches (blu@)the amplitude spectra

occur at di erent frequencies. Notches occur in the frequepa@omain at
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1

f noteh = (4.4)
twedge

and consequently, the time-thickness can be inferred frorhé amplitude spectrum as

1

f notch

(4.5)

twedge =

where tyeqqe IS the time-thickness. Note that the above expressions arelidawhen the
re ection coe cients at the top and base of the wedge are equian magnitude but opposite
in sign, as will be shown in Figure 4.4.

Spectral decomposition of 3-D data simply displays amplitle slices of various frequencies
from the amplitude spectra in plan view. Naturally, more comlicated re ectivity patterns
produce more complicated amplitude spectra than those in kige 4.3 but the principle is
the same. Lateral changes in the frequency time slices mayggest changes in bed thickness
and/or di erent depositional features. Note that spectral deccomposition is a qualitative,
attribute-like product.

Thin-bed re ectivity inversion attempts to use the magnitudes of the amplitude spectra,
as well as infer the layer thicknesses. Amplitude spectra dfg two wedge models are shown
in Figures 4.4a, and 4.4b. Figures 4.4c, and 4.4d show the armplie spectra for layer
time-thicknesses of 10 ms (blue), 30 ms (green), and 50 msdjreWhen the wedge re ection
coe cients are equal in magnitude but opposite in sign, thegectra are sine functions (Figure
4.4c). For a layer thickness of 10 ms, the rst notch in the amgude spectrum is at 100 Hz
(blue curve) as given by Equation 4.4. Similarly, for thickesses of 30 ms and 50 ms, the
rst notch in the amplitude spectrum occurs at 33 Hz (green), ad 20 Hz (red), respectively.

When the re ection coe cients at the top and base of the wedge r@ equal in magnitude
and the samesign, the amplitude spectra are cosine functions (Figures4sé. and 4.4d). Now

the value off ocnh in Equation 4.4 is multiplied by 0.5.
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Figure 4.3: Wedge models in time and frequency domains. a) V¢edmodel with a positive
(negative) re ection coe cient at the top (base). The magnitude of the re ection coe cients
are the same. b) Wedge model with re ection coe cients of thesame sign at the top and
base. c) Frequency domain version of a). Blue values are lomg@litude, yellow values are
high amplitude. Di erent wedge time thicknesses produce a drent pattern of amplitude
highs and lows in the frequency domain. For a given wedge tkiess, the amplitude spectra
are sine functions. d) Frequency domain version of b). Note dhthese data are a cosine
function since the re ection coe cients at the top and base & equal in magnitude and of
the same sign.
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Figure 4.4: Wedge models in the frequency domain. a) Amplitudgpectra as in Figure
4.3c. b) Amplitude spectra as in Figure 4.3b. c) Amplitude sper corresponding to wedge
thicknesses of 10 ms (blue), 30 ms (green), and 50 ms (red)nfr@). The sine curves are
apparent. d) Amplitude spectra corresponding to wedge thiclkesses of 10 ms (blue), 30 ms
(green), and 50 ms (red) from b). The cosine curves are appate
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When the re ection coe cients at the top and base of the wedgelange, the amplitude
spectra are scaled accordingly. Figures 4.3 and 4.4 assumed action coe cient magnitude
=1 for illustrative purposes. Amplitude spectra for the wedg of Figure 4.3a with re ection
coe cient magnitudes of 0.25 and 0.10 are shown in Figure 4.B84aximum amplitude in the
amplitude spectra is two times the re ection coe cient magntude.

The thin-layer re ectivity inversion of Portniaguine and Castagna (2004, 2005), and
Puryear and Castagna (2008), and consequently ThinMan ($igCubed purchased Fu-
sion Geophysical where the algorithm was developed) makesusf the re ection coe cient
notches, the slope of the amplitude spectra, along with the agnitude of the spectra to
produce an estimate of thin-layer re ection coe cients in the time-space (x,y) domain.

ThinMan attempts to reproduce the input data, while maintaning a level ofsparsity of
the re ection coe cient estimates (Equation 4.3). The usercontrols the level of sparsity;
the re ectivity output becomes sparse as increases. Note that this is similar to the model
covariance matrix in the GLI inversion, and the prewhitenig factor in spiking deconvolution.
As the re ectivity model becomes sparser, the data mis t inceases, and the higher amplitude
re ections are modeled. Again, all inverse problems have theherent tradeo between data

t and model resolution.
4.5 Sparse-Layer Inversion in the Time Domain

Perhaps a more intuitive approach is sparse-layer inversian the time domain using
thin-layer basis functions. Simmons and Backus (1996) déta matched Iter approach to
impedance estimation that classi es selected re ection ewnts (based on trace amplitudes)
using a zero-lag cross correlation of the basis-functiomrdary (thin-layer seismic responses)
with post stack data. In their case history, they maintainedsparseness in the re ectivity
estimates (no overlapping events) for the main purpose of gasing errors in their assumed
seismic wavelet. An error in the wavelet estimate, producealeerent data mis t, which was
then recti ed by assuming a blue re ectivity spectrum in thar wavelet estimation rather than

using a white re ectivity assumption. Today their algorithm would be termed amatching
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Figure 4.5: Wedge model of Figure 4.3a in the frequency domag). Amplitude spectra for all
layer time-thicknesses. Re ection coe cients at the top aul base of the wedge are +0.25 and
-0.25, respectively. b) Amplitude spectra for all layer timehicknesses. Re ection coe cients
at the top and base of the wedge are +0.10 and -0.10, respeetiv ¢) Amplitude spectra
corresponding to wedge thicknesses of 10 ms (blue), 30 mseégr), and 50 ms (red) from
a). The sine curves are apparent. d) Amplitude spectra cornesnding to wedge thicknesses
of 10 ms (blue), 30 ms (green), and 50 ms (red) from b). The cosicurves are apparent.
The key point is that when the re ection coe cients di er, th e amplitudes in the frequency
domain di er as in c) versus d).
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pursuit algorithm (Chen et al., 2001).

Zhang and Castagna (2011) rediscover the sparse-layer irsten of Simmons and Backus
(1996), and term the thin-layer basis functions as daictionary and employ abasis pur-
suit algorithm for their inversion. Both approaches involve a tge of compressive sensing;
seismic re ections are modeled as a combination of basis &tions, or dictionary responses
producing a sparse-layer re ectivity output. Sparse-layeinversion can output re ectivity
estimates of higher temporal frequency than the input data hout amplifying the noise,
since deconvolution is not involved. The regularization pameter, , controls the sparsity of
the re ectivity estimates. A sparse re ectivity model is produced when is relatively large.
When is small, the data mis t is minimized, potentially at the expense of an unreasonable
re ectivity model.

Sparse-layer inversion begins with forward modeling whebasis-functions, or a wavelet/
wedge dictionary/library is specied. This rst step attempts to model all possible events
within the data by convolving a wavelet with a set of re ectivty series of known impedance.
To start simple, the forward model is the convolution modelEquation 4.1).

The net response sourced frorN calibrated seismic wavelets that have amplitudes and
arrival times equivalent to the re ection coe cients results in a seismic trace. Simmons
and Backus (1996) model the seismic responses as a combamabf thin-beds and simple
interfaces. For a simple interface, each seismic wavelet, is weighted by the re ection
coe cient R; and located at two-wave traveltime ; d(t) are the modeled data,w is the
wavelet that is weighted by the re ection coe cient R, ; is the two-wave travel time andn

is additive noise.

X
d= Riw(t )+ n: (4.6)
i=1

Equation 4.7 details the extension of Equation 4.6 that inaldes the re ectivity of a thin-

bed. The rst term in this equation is the re ectivity of a thi n-bed, where the top has a
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re ection coe cient, R;, located at time ; and a two-way time thickness ;. The base of
the re ector is equal in magnitude and opposite in sign. WherEigure 4.6 is an example of
the basis-functions from Simmons and Backus (1996) that gisys the impedance models
(a), the re ectivity series (b), and the seismic response )Jc Note that the basis functions
take both high and low (or positive/negative, even/odd) im@dances into consideration -

polarity is controlled by this.

X X
dit)=  Riw(t i) w( DI+ Ryw(t )+ n(t):

i=1 j=1

(4.7)

Figure 4.6: Example of the basis function that display the maaed impedance (a), the
re ectivity series (b), and the seismic response (c) (Simmg and Backus, 1996).
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Zhang and Castagna (2011) derive their basis library (wedgéctionary) by modeling the
top and base re ectors as two impulse functions (t) and d (t + n t), wheren t is time
thickness of a thin-bed, t is the sample rate anct and d are the two re ection coe cients.
To account for positive and negative re ectors, each pair ibroken down into an evenrg
and oddr, pair with coe cients a and b (Equations 4.8, 4.9 and 4.10). The coe cients
are varied from -1 to +1. To account for a range of bed thickness n ranges from zero to
N to N t. The basis library this approach derives is very similar toiBimons and Backus
(1996) (Figure 4.6). Even and odd are co-equivalent to high pedance and low impedance,

respectively.

re= ()+ (t+n 1)

(4.8)
= () (t+n 1)
(4.9
c()+d(t+n t)= are+ brg
(4.10)

The inverse problem from Simmons and Backus (1996) is an iive process that builds
a model of the seismic response one event at a time startingttwithe largest absolute
amplitude, similar to matching pursuit (MP). A match lIter d etermines which basis function
response best ts the data, Figure 4.7 shows the process. THgaithm rst scans the trace

to nd the largest absolute amplitude, the real seismic trae is displayed on the right. The
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basis functions are directly to the left of the seismic trace The amplitudes of the basis
functions are scaled to match those of the selected event. Armalized zero-lag cross-
correlation of the event with the modeled basis functions t&rmines which of the basis
functions best matches the data (shown on the left of Figure.Z). The basis function
with the highest cross-correlation value is selected andeh subtracted from the seismic to
generate the mis t (or residual). The mist is then used as tle input for the next iteration.

This process is repeated for a user-speci ed number of times

Figure 4.7: Method for determining which of the basis functits best models the data. This
is a zero-lag cross correlation. The basis function with theighest cross correlation value is
selected (Simmons and Backus, 1996).

Zhang and Castagna (2011) solve the inverse problem with thwasis pursuit algorithm
detailed fully in Chen et al. (2001). This process begins witrewriting the convolution
model, Equation 4.1, in the form of Equation 4.11 wherd is the data vector, m is the

model parameter,G is the kernel andn is additive noise. Equation 4.12 is the result where
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s is the column vector that represents the seismic responsds the re ectivity series column

vector, W is the diagonal wavelet kernel matrix anch is additive noise.

d=Gm+ n:
(4.11)
s=Wr + n:
(4.12)
min [jjd-G mjj2 +  jjmjj]:
(4.13)

The parameters in Equation 4.12 are solved with Basis PursyBP) by minimizing the
L, norm of error term and the L; norm of the solution (Equation 4.13). BP works by
obtaining representations of the signal in an over completdictionary where it works as an
optimization principle rather than an algorithm. BP is usetll in noisy data as it can suppress
noise while preserving the structure built within the dictonary. In BP, controls the size
of the residual and the sparsness of the solution, as well eadnces the inverted re ectivity
resolution and noise (Zhang and Castagna, 2011). Asapproaches zero, the residual goes
to zero and may cause noise ampli cation. In contrast, as approachesl , the residual
increases and decreases the resolution of the inverted retigity. For the L; norm of the
solution, dictates the sparsness of the modeled data that gets invedtéor (Chen et al.

(2001)). ThelL, norm attempts to t the data whereas the L, controls the sparsity.
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Both methods heavily rely on the correct wavelet. As waveletare commonly derived
from the seismic data itself, the quality of the wavelet is dectly dependent on the quality of
the data. With any inversion, the integrity of the results wil be on par with the condition
of the wavelet. It is extremely important to begin the invergn with a wavelet that contains
the appropriate amplitude and phase spectrum. The phase did inversion and statistics of
the re ectivity will be a ected if it is run with an incorrect wavelet (Zhang and Castagna,

2011).
4.6 Wedge Model Testing

A synthetic wedge model (30 Hz Ricker wavelet) was run throughoth the ThinMan
and HampsonRussell (HRS) post stack inversion packages to enstand how the various
parameters in uence the results. Within ThinMan the three mat critical variables are
wavelet count, wavelet size and regularization. The reguiaation parameter pertains to
from Equation 4.3 and is what controls the sparsity of the inersion. The larger this value,
the more sparse the solution, and vice-versa. During tesgrthe wavecount and wavelet size
were held constant and the regularization value was variecetween 5 and 0.2. The two most
critical parameters controlling the output solution from HRS post stack inversion are the
model weighting factor and the wavelet. During testing the avelet was held constant and
the weighting factor was varied between 0.1 and 0.8.

The wedge was run through ThinMan and the outputs include: naeled synthetic, rel-
ative acoustic impedance, re ection coe cients, and the aor or data mist. The two
examples provided were run with a regularization parameteaf 0.2 and 5. The output syn-
thetics and the input wedge are displayed in Figure 4.8. The tuut synthetic run with a
regularization parameter of 0.2 (a) appears to match the imjp wedge (c) better than the
synthetic run with a value of 5. As the wedge becomes wider,dlsynthetic with the regular-
ization parameter of 5 becomes jittery and discontinuous. df a direct comparison, Figure
4.9 displays the mis t which shows the di erence between theutput synthetic and input

data with a consistent scale bar. When the scale bar is congst, the mist for the regu-
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larization parameter of 0.2 (a) appears to be zero where tleecontains data in the mis t for
the regularization parameter of 5 (b). The mist for the reguarization parameter of 0.2 is
again displayed in Figure 4.10 with the same color bar as Figuded (a) and with a scale bar
that allows for visualization of the amplitudes (b). In geneal, the mis t from the inversion
with the regularization parameter of 0.2 is lower in amplitde than that with 5.

Figure 4.11 displays the respective output re ection coe aénts compared to the input
wedge. Both regularization parameters output re ection ce cients that give a general trend
of a wedge and both contain events that are not related to theput wedge. The re ection
coe cients run with a regularization parameter of 0.2 conténs a signi cant amount of noise
unrelated to the wedge, this output appears jittery. This otput also contains events that
look like "beds" above and below the actual events. ThinManséimates time and space
variant wavelets, so in this case, the wavelet estimates aligely getting confused by the
variable time thickness of the wedge or there is an issue withe phase. The re ection
coe cients run with a value of 5 also contain "beds" below andabove the actual events
that could be misleading during interpretation. As Portniagiine and Castagna (2005) detail,
when there are issues with the phase of the wavelet, the ingem introduces artifacts as seen
in both parameter tests. Although the inversion is not perfdc there are strong re ection
coe cients with minor artifacts around them. Errors with th e wavelet map into errors in
model parameters, this is a fundamental issue for all inveosis that can be considered over
parameterized, or inversions that contain many user input odel parameters.

Both relative acoustic impedance results, Figure 4.12, disly the same wedge trend.
The result of the 0.2 value (a) appears to be have a higher réstton, but artifacts do exist
outside of the wedge. The results from a value of 5 (b) are low@ resolution, but contain
less artifacts than the relative acoustic impedance volunwith a value of 0.2. Although the
synthetic and data mis t from the inversion run with the reguarization parameter of 0.2 are
more appealing as the synthetic data better matches the inpaata, the inversion results

run with a value of 5 are overall, more appealing for interptation.

90



In addition, the wedge was run through the poststack inversn within HampsonRussell
and the outputs include the synthetic and the acoustic impexhce. There is an option
to output absolute acoustic impedance, but to directly comgre to the ThinMan results,
| output relative acoustic impedance. In addition, a di erence volume (data mist) was
created by subtracting the initial data from the output synthetic. During these tests, the
wavelet was kept consistent and the weighting factor was vad. Figure 4.13 shows the
synthetic data run with a weighting factor of 0.1 (a), 0.5 (b)and, 0.8 (c). The synthetic
for each test appear very similar and look like the input dataAdditionaly, the data mis ts
(Figure 4.14) from 0.5 (b) and 0.8 (c) appear the same, wheretiee mist from 0.1 (a) is
slightly di erent and contains erroneous amplitudes awayrbm the wedge. Like the mist,
the relative impedance from 0.5 and 0.8 are very similar. Thedesired solution for this
inversion is run with a weighting factor of 0.1 (as the backgund P-impedance volume is
a constant value more weight should be placed on the input smiic traces rather than the
initial model).

The comparison of the best results from ThinMan and HampsonRsell includes the rel-
ative acoustic impedance volumes in Figure 4.16 and the mis in Figure 4.16. The relative
acoustic impedance from HRS (a) are signi cantly smoother ancontain more artifacts than
the ThinMan results (b). The mis t from HRS (a) is much larger than the mis t from Thin-
Man (b). Looking at the relative impedance extracted from tk top of the wedge model from
both the results from HRS and ThinMan, as seen in Figure 4.18, ¢hrelative impedance as
the bed thins di ers between each output. The HRS relative impdance gradually increases
as the bed thins and then stays at a constant value. The ThinMarelative impedance grad-
ually increases to a maximum and then drops back o the the gginal value. In reality,
the relative impedance of the top re ector is a constant vake. The results from both HRS
and ThinMan do not accurately resolve the relative impedamc Comparing the HRS and
ThinMan results, ThinMan does a better job at modeling the d@a. Overall, this is not

necessarily a bad thing, just something to keep in mind duringterpretation.
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Figure 4.8: ThinMan inversion of wedge model a) Output synthi&E wedge run with = 0.2.
b) Output synthetic run with = 5. c) Input wedge model.
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Figure 4.9: ThinMan inversion of wedge model - with a consistecolor bar a) Misft of the
output synthetic and input wedge run with = 0.2. b) Misft of the output synthetic and
input wedge run with = 5. c¢) Input wedge model.

93



Figure 4.10: Mist of the output synthetic from ThinMan and the input wedge model run
with a = 0.2 a) Mist with a color bar that ranges in amplitude from 1 to -1. b) Mist
with a color bar that ranges in amplitude from 0.1 to -0.1. Ths displays that the mis t

decreases signi cantly when is small.
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Figure 4.11: ThinMan inversion of wedge model a) Output re d®on coe cients of the wedge
run with = 0.2. b) Output re ection coe cients of the wedge run with = 5. c) Input
wedge model.
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Figure 4.12: ThinMan inversion of wedge model a) Output relate acoustic impedance of
the wedge run with = 0.2. b) Output relative acoustic impedance of the wedge ruwith
= 5. ¢) Input wedge model
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Figure 4.13: HampsonRussell post stack inversion of wedge rabal) Output synthetic wedge
run with a weighting factor = 0.1. b) Output synthetic wedge un with a weighting factor
= 0.5. ¢) Output synthetic wedge run with a weighting factor = 0.8.
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Figure 4.14: HampsonRussell post stack inversion of wedge rabd) Misft of the output
synthetic and input wedge run with a weighting factor = 0.1. B Misft of the output synthetic
and input wedge run with a weighting factor = 0.5. ¢) Misft of he output synthetic and
input wedge run with a weighting factor = 0.8.
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Figure 4.15: HampsonRussell post stack inversion of wedge rab@) Inverted relative
impedance run with a weighting factor = 0.1. b) Inverted relive impedance run with
a weighting factor = 0.5. c) Inverted relative impedance rurwith a weighting factor = 0.8.
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Figure 4.16: Comparison between ThinMan inversion and HampsRussell post stack inver-
sion a) HampsonRussell best result with a weighting factor =.0 b) ThinMan best result
with a = 5. c¢) Input wedge model.
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Figure 4.17: Comparison between ThinMan inversion and Hamp#eussell post stack in-
version a) Mist between HampsonRussell best result synthiet and input wedge model.
b) Mis t between ThinMan best result synthetic and input wedge model. c) Input wedge
model.
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Figure 4.18: Comparison between the ThinMan inversion and HasonRussell poststack
inversion a) Bottom - Relative impedance from HampsonRuss$elest resuls. Top - Extracted
relative impedance from the dash-white line. b) Bottom - Rakive impedance from ThinMan
best result. Top - Extracted relative impedance from the ddswhite line.
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4.7 Wattenberg Synthetic Testing

The Wattenberg synthetic volume was used to test the capaliies of the ThinMan and
HRS inversions. The specics of this synthetic volume are dated in Chapter 1. The
acoustic impedance volume created with the vertical wella the section was converted into
re ection coe cients. The re ection coe cients were then c onvolved with a 30hz wavelet to
represent the Turkey Shoot Baseline survey, an example indins shown in Figure 4.19. This

volume was then run through both the ThinMan and HampsonRuskpost stack inversion.

Figure 4.19: Example inline from the Wattenberg synthetic mael.

The regularization parameter was tested at 1, 0.2, 0.02 an@d,001. Figures 4.20-4.23 dis-
play the synthetic, the error or mis t, re ection coe cient s and relative acoustic impedance
from the test line. Images a-d were run with regularization grameters 1, 0.2, 0.02 and,
0.001, respectively. The output from the inversion can be ewved as spectrally broadened

seismic data (Chopra et al., 2009).
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Visually, the synthetic volumes, Figures 4.20a-d, do not coain any apparent di erences.
There exists some slight amplitude variations, but overathese appear to be the same. The
mis tis the di erence between the synthetic and the input vdumes (Figure 4.21), this output
volume provides insight as to how well the modeled data matek the input. The mis t from
the sparsest result, Figure 4.21a, is the largest. This volerooks like a scaled down version
of the input indicating this regularization parameter doesot result in the best matched
solution. Figure 4.21b contains a smaller mis t and less cotent energy than Figure 4.21a.
Both Figures 4.21c and d have a very small mist, although ther is a small amount of
coherent energy.

The output re ection coe cients in Figure 4.22 attempt to provide more detailed re-
ection information in both extra re ection cycles and fault detail (Chopra et al., 2009).
Comparing Figures 4.22a and d we can observe the two extremé&sgure 4.22a is the vol-
ume with the regularization parameter = 1, i.e. the most spae and, Figure 4.22d is the
volume with the regularization parameter = 0.001, i.e. thedast sparse. In the most sparse
case, the inversion is still modeling more events than prewisly detectable on the input vol-
ume, yet it does not model as many events as the least sparseecaTlhe re ection coe cient
volumes can be useful in detecting the various chalk and mdrénches within the Niobrara
package.

The output relative acoustic impedance volumes are seen irglare 4.23 where 4.23e is the
relative impedance volume used to create the input synthetvolume. As the regularization
parameter is decreased (less sparse), the inversion outpat volume with increasing detail.

To determine how the thin-bed re ectivity inversion compaes to the more commonly
understood inversion process in CGG's HampsonRussell (HRSggage, a post stack inver-
sion on the synthetic volume was completed. The two most cictl parameters controlling
the output solution are the weighting factor and the waveletFigures 4.24-4.26 display three
example lines from the testing of the weighting factor. In ek gure, a) was tested at 0.2,

b) at 0.5 and, c) at 0.8. There is not a signi cant di erence b&veen a weighting factor
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Figure 4.20: ThinMan inversion results from the Wattenberg yithetic - inverted synthetic
volumes with a) regularization parameter = 1. b) regularizaon paramter = 0.2. ¢) regu-
larization paramter = 0.02. d) regularization paramter = 0001. (red=positive).

Figure 4.21: ThinMan inversion results from the Wattenberg withetic - mist volumes
(inverted synthetic - input data) with a) Regularization parameter = 1. b) Regularization
paramter = 0.2. c¢) Regularization paramter = 0.02. d) regulazation paramter = 0.001.
(red=positive).
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Figure 4.22: ThinMan inversion results from the Wattenberg yhthetic - inverted re ection
coe cient volumes with a) Regularization parameter = 1. b) Regularization paramter = 0.2.
¢) Regularization paramter = 0.02. d) Regularization pararer = 0.001. (red=positive).

of 0.2 and 0.5. Increasing this parameter to 0.8 greatly impts the results and outputs a
solution with the greatest resolution and detail. In additon to weighting factors, two di er-
ent wavelets (128ms and 100ms) were tested. The inversiosuks run with the 128ms and
100ms wavelets are shown in Figures 4.27a and b, respectively

The inversion results run with a weighting factor of 0.8 and 28ms wavelets were com-
pared with the thin-bed re ectivity results. Figures 4.28 aml 4.29 show the relative acoustic
impedance volumes from the HRS inversion (left), the ThinMamversion (middle), and the
input synthetic (right). The top row display the line fully zoomed out, the middle row zooms
further in, and the bottom row zooms into the Niobrara reservo interval.

The high resolution inversion results from ThinMan may be dtult for interpreters to
believe as we conventionally believe the standard seismisolution limitation to be /4.
In Figure 4.31 the output re ection coe cients were convolvel with both a 30hz and 50hz
wavelet and then correlated with wells in the study area. Theorrelation coe cients for both

the 30hz and 50hz ties were greater than 90%. These well tiesre/ performed for quality
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Figure 4.23: ThinMan inversion results from the Wattenberg ¥hthetic - inverted relative
impedance volumes with a) Regularization parameter = 1. b) &ularization paramter =
0.2. c¢) Regularization paramter = 0.02. d) Regularization gramter = 0.001. e) The relative
impedance volume used to derive the Wattenberg synethic.
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Figure 4.24: Example line 1 - HRS post stack inversion: testingeighting factors a) 0.2 b)
0.5 and c) 0.8.
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Figure 4.25: Example line 2 - HRS post stack inversion: testingeighting factors a) 0.2 b)
0.5 and c) 0.8.
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Figure 4.26: Example line 3 - HRS post stack inversion: testingeighting factors a) 0.2 b)
0.5 and c) 0.8.

110



Figure 4.27. Example line 1 - HRS post stack inversion: testingavelet length a) 128 ms b)
100ms.

Figure 4.28: Post stack inversion results from HRS (left) and AinMan (middle) compared
to the relative imepedance volume used to create the input isetic volume.
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Figure 4.29: Post stack inversion results from HRS (left) and AinMan (middle) compared
to the relative imepedance volume used to create the input shetic volume.
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control purposes. As the inversions conducted with the Wattderg synthetic volume is
controlled, i.e., we know the solutions, this step in the quidy control process veri es that
the inversion is appropriately modeling the input data.

The next step in the quality control process is to compare thmput and output re ec-
tion character. In Figure 4.30, the input seismic is shown orhe left, the inverted re ection
coe cients in the middle and the volume created from convolwg the output re ection co-

e cients with a 50hz wavelet is on the right. This gives insidpt to how well the inversion

matches the input data.

Figure 4.30: a) The Wattenberg modeled data convolved with aDBz wavelet, general rep-
resentation of our area of interest. b) The re ection coe cents output from the ThinMan
inversion. c) The output re ection coe cients are convolved with a 50hz wavelet.
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Figure 4.31: The inverted re ection coe cients from the Wattenberg synthetic volume are
convolved with a 30hz (top) and 50hz (bottom) Ricker waveleand then tied with a vertical
well in the section. The cross correlations between thesesaabove 90%.
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4.8 Discussion

Although wedge tuning e ects were present in both the ThinMarnand HRS inversion,
the ThinMan inverted relative impedance was more consistethan the HRS solution. The
next step would be to compare these to the input acoustic imgance to determine how close
they are to the actual answer. The ThinMan refelction coe cents indicate that there is an
inherent issue with phase of the wavelet. The artifacts swsunding the strong events look
similar to the case study from Portniaguine and Castagna (B8). This is something to keep
in mind during interpretation. Overall, the ThinMan solution is superior.

The Wattenberg synthetic was useful in determining how botimversions match the input
data (more complex and comparable to eld data). Although ThmMan's inversion contains
jittery-e ects, the solution is more representative of thenput than the HRS inversion. As the
HRS inversion is very constrained, the solution is overly smth and contains lower resolution
than the ThinMan inversion. This is important to consider duing interpretation of either
inversions. If the goal of the inversion is to detect anomals features, the overly smooth
solution (from horizons and block size) may not resolve thedeatures. | am recommending
to model such an example to gain an understanding on how both I#Rand ThinMan handle
these e ects and features.

Taking these results and brining them into interpretation,there are a few key things to

keep in mind:
HRS solutions are overly smooth

ThinMan solutions contain jittery-e ects that are not geological,but potentially con-

trolled by the regularization parameter (testing is criti@al)

ThinMan solutions are very high resolution, quality contrd of the results is essential
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CHAPTER 5
APPLICATION AND INTERPRETATION OF THIN-BED REFLECTIVITY
INVERSION

5.1 Static Conditions - Wattenberg Baseline QC

The ThinMan inversion of the Wattenberg synthetic volume idicates that the thin-bed
re ectivity inversion produces high resolution relative mpedance volumes while being robust
(not requiring an initial model). Previous work within the RCP has determined that the
landing position of the horizontal wells often went out of stige. As a result, the reservoir
response varies from stage to stage by the varying geomedkbahproperties and that the
geomechanical heterogeneity within the section is compléXlfataierge, 2017). In addition,
(Mabrey, 2016) conducted a rock quality index (RQI) analysion the horizontal wells within
the Wishbone section and proposed that the overall goal is tgotmize completions by
designing perforation clusters based on high rock qualitynd low stress. Harryandi (2017)
used a pre-stack P-wave simultaneous seismic inversion facies modeling where her results
show probable chalk thickness. She proposes to use faciesieting during well planning
to target the thickest and most continuous chalk intervals @ optimize production. The
motivation behind the thin-bed re ectivity inversion is similar to previous work as it is
proposing to utilize geophysics to guide both the drill bit ad completion designs. The
thin-bed inversion is less laterally constrained than are HapsonRussell or Jason inversions.
Consequently, thin-bed re ectivity inversion may be bette suited for detecting anomalies
Ultimately, we want to optimize production while maintaining relatively low costs.

The migrated, full-stack Turkey Shoot Baseline survey wasun through the ThinMan
inversion in attempts to resolve the chalk benches within # Niobrara formation. The
ThinMan inversion attempts to increase the frequency conte of the data without boosting

noise. Figure 5.1 displays the amplitude spectrum from the poit eld data (blue) and the
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inverted re ection coe cients (red). Note the signi cant in crease in the frequency band-
width of the re ection coe cients. This massive increase mg draw red ags as is not part
of the input data. Keep in mind that this inversion builds a krown dictionary of all pos-
sible events (the model) and attempts to minimize the objete function by matching the
model with the input data. The events within the dictionary mntain information about the
re ection coe cients and the relative acoustic impedance bthose events. This is where the
added bandwidth is derived. The inversion works to minimizéhe objective function while
maintaining a level of sparsity.

To quality control (QC) these results, the output re ection coe cients were convolved
with both a 30hz and 50hz Ricker wavelet and compared with datfrom the well locations.
Data from the well locations were used for quality control pyoses and were not used
during the inversion process. These volumes were correthteith the vertical wells and
RMS amplitude slices were extracted. In addition, the relate impedances at each well
location is overlain on the inversion results. To visualizGow the inversion results of the
eld data compare with the Wattenberg synthetic inversion the re ection coe cients at each
well are analyzed.

In Figure 5.2, the synthetic seismograms produced by convolg the output re ection
coe cients with both a 30hz and 50hz Ricker wavelet are cortated with the sonic logs.
This correlation checks the stability of the time variant seof extracted wavelets within the
reservoir interval. There is a very good match between theismic and the sonic logs, the
correlation coe cients for both the 30hz and 50hz data are @r 90% indicating that the
time variant wavelet is stable.

Chopra and Marfurt (2005) claim that attributes run on frequency enhanced seismic
data that produce more signi cant and detailed interpretaions. These ne details include
resolving channels, faults/fractures, and complex onla@sd o -laps. Figures 5.3-5.5 display
the RMS amplitude slices on the lower Pierre, top Niobrara an€odell re ectors from

both the input eld data and the 50hz data. As the depositionalenvironment of these
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three formations would predict, the RMS amplitude slices ar not resolving channels or
onlaps/o aps. Faults on each three slices from the 50hz datare higher resolution and
better resolved than the slices from the input eld data. Spa& cally on the top Niobrara,
both grabens and the faults in the North-West corner are betteresolved.

Figures 5.6-5.14 display the relative acoustic impedanceoin each well overlain on the
inverted relative acoustic impedance. From top to bottom, lte white arrow points to the
top of the Niobrara and the black arrows point to the B chalk, C lbalk and D interval,
respectively. As one would expect, the actual relative impadce from the well is higher
resolution than the inverted data, but overall there is a go match. The B and C chalk
benches are consistently resolved throughout the entiretyf the survey. The conventional
seismic resolution of the P-wave data is approximately 65.ftFrom the relative acoustic
impedance volume, the measured thickness of both the B and Gatks are approximately
30-35 ft.

Taking a closer look at the ne details, Figures 5.15-5.17 sivathe re ection coe cients
from the inverted Wattenberg synthetic (a), inverted Basehe survey (b), and the input
seismic from the Baseline survey (c). Overlain on the data gemma ray and the tops of the
formations. The top Niobrara re ector is a strong positive (ed) re ector. The strong event
gets broken down into three positive re ectors with the evarin the middle correlating to the
top Niobrara and the one below it, the B chalk. Two events belothe B chalk, the negative
(blue) re ector correlates to the C chalk. Similar to what wa observed on the relative
acoustic impedance volumes, the re ection coe cients areansistently resolving the B and
C chalk intervals. Note the lack in lateral smoothness, as thiinversion is a trace-by-trace

process, the solution works to detect small features and &l anomalies.
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Figure 5.1: Comparison of the input amplitude spectrum with lte inverted re ection coe -
cients. Note the large increase in frequency content on the @etion coe cients.
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Figure 5.2: The inverted re ection coe cients from the Baseine eld data are convolved
with a 30hz (top) and 50hz (bottom) Ricker wavelet and then &d with a vertical well in
the section. The cross correlations between these are ab&@8%.
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Figure 5.3: RMS amplitude slices on a lower Pierre re ector a) &a slice from the P-wave
eld data. b) Data slices from the re ection coe cients convolved with a 50hz wavelet.

Figure 5.4: RMS amplitude slices on the top Niobrara re ector)aData slice from the P-wave
eld data. b) Data slices from the re ection coe cients convolved with a 50hz wavelet.
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Figure 5.5: RMS amplitude slices on the Codell re ector a) Dat slice from the P-wave eld
data. b) Data slices from the re ection coe cients convolvel with a 50hz wavelet.

Figure 5.6: Relative acoustic impedance result from the Bdse survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the laton of the well being used

to QC the relative impedance results.
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Figure 5.7: Relative acoustic impedance result from the Bds® survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used

to QC the relative impedance results.

Figure 5.8: Relative acoustic impedance result from the Bds® survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used

to QC the relative impedance results.
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Figure 5.9: Relative acoustic impedance result from the Bdsee survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used
to QC the relative impedance results.

Figure 5.10: Relative acoustic impedance result from the Balie survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used
to QC the relative impedance results.
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Figure 5.11: Relative acoustic impedance result from the Bale survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used
to QC the relative impedance results.

Figure 5.12: Relative acoustic impedance result from the Bage survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located

in the bottom right corner as a basemap. The red star is the laton of the well being used

to QC the relative impedance results.
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Figure 5.13: Relative acoustic impedance result from the Bale survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used
to QC the relative impedance results.

Figure 5.14: Relative acoustic impedance result from the Balge survey (static condition)
with relative impedance from the Wattenberg synthetic modeoverlain on the well location.
The RMS amplitude slice on the top Niobrara re ector (from theinput eld data) is located
in the bottom right corner as a basemap. The red star is the lation of the well being used
to QC the relative impedance results.
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Figure 5.15: The inverted re ection coe cients from the Wattenberg synthetic volume (a)
and the Baseline eld data (b) are compared to the Baseline ld data (c). The well location
is depicted with the star on the basemap on the right. At the wélocation, gamma ray and

well tops are displayed.
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Figure 5.16: The inverted re ection coe cients from the Wattenberg synthetic volume (a)
and the Baseline eld data (b) are compared to the Baseline Id data (c). The well location
is depicted with the star on the basemap on the right. At the wélocation, gamma ray and

well tops are displayed.

Figure 5.17: The inverted re ection coe cients from the Wattenberg synthetic volume (a)
and the Baseline eld data (b) are compared to the Baseline ld data (c). The well location
is depicted with the star on the basemap on the right. At the wielocation, gamma ray and

well tops are displayed.
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5.2 Static Conditions - Wattenberg Baseline Interpretation

Figure 5.18 shows a comparison of an inline from the Baselinensy and its corre-
sponding re ectivity section. The ThinMan inversion outpus the re ection coe cients that
provide extra detail, both in terms of extra re ection cycles and fault detail. Notice the
extra re ection detail resolved on the top Niobrara re ector The strong, positive event gets
broken down into three and, relating this back to Figures 5.15.17, the positive event below
the top Niobrara has been correlated to the B chalk interval. fie potential doubt that the
extra detail is not legitimate can be counter-argued by thearrelated well ties in Figure 4.31.
The correlation is very strong, both the 30hz and 50hz data ke a correlation coe cient
greater than 90%. Note that any correlation or comparison witwell data is a blind well test
as there was no well information utilized during the inversin process. The extra re ection

cycles are matching with the corresponding cycles on the \wdhta.

Figure 5.18: a) Example inline from the input seismic data. bverted re ection coe cients.
Note the extra re ection cycles and fault detail.

Drake and Hawkins (2012) presented a sequence stratigrapframework for the Niobrara
Formation in the DJ Basin in the Search and Discovery Article #0757 that is used to geolog-
ically verify the results from the Baseline/static thin-bel re ectivity inversion. The reference
well used to build the sequence stratigraphic framework isdated within a 10-square mile
radius from our study area and is perfect for correlating anderifying the inversion results.

Figure 5.19 displays the general paleogeography during thepbsition of the Niobrara and
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the geographical location of the reference well. Relatingpe inversion ndings back to ge-
ology it is important to remember that the sedimentary recat is inherently complicated
by relative sea level and that the various chalk and marl behes display general trends
within the DJ Basin (Drake and Hawkins, 2012). The sequenceratigraphic framework is
generally preferred over the lithostratigraphy (Figure 5.2), as mapping the stratigraphic
sequence trends correlate better to the preservation and mpreservation of organic mate-
rial. The chalk benches were deposited during highstands ere there was a shoreward shift
in facies and can be correlated with the maximum ooding suates. Figure 5.21 correlates
the maximum ooding surfaces on gamma ray and resistivity &im the reference well, to the
well data derived relative acoustic impedance and the invied relative impedance from the

Baseline survey within the Wishbone section.

Figure 5.19: Paleogeographic map depicting depositionalveonment (left). The black box

indicates the regional study area. Zooming into the study aa (left), the DJ Basin is outlined
in yellow and the green dot indicates the location of the refence well (Drake and Hawkins,
2012).

The inverted relative impedance is not fully resolving the Dnterval as it is lumping
together the D marl and the Fort Hays. The inverted relative inpedance and re ection
coe cients are resolving both the B and C chalk intervals. As he Wishbone is heavily

faulted, the inverted relative impedance volume was atteed on the top Niobrara and
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Figure 5.20: Gamma ray and resistivity from the Pioneer refence well interpreted with the
relative impedance from the Wishbone section and the invedeelative impedance from the
seismic. The black boxes shadded in blue depict the di erembtervals established in the
sequence stratigraphic framework (Modi ed from Drake and Hakins, 2012).
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Figure 5.21: Gamma ray and resistivity from the Pioneer refence well interpreted with the
relative impedance from the Wishbone section and the invedeelative impedance from the
seismic. The black lines indicate the maximum ooding surfaes (Modi ed from Drake and

Hawkins, 2012).
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the Greenhorn formation in order to perform stratal slicing The goal behind the stratal
slicing is to characterize the distribution and physical prperties of the reservoir (Zeng, 2018;
Zeng et al., 1998a; Zeng et al., 1998b). As | have inverted theismic for relative acoustic
impedance and correlated these relative values back to gagpt at the well locations, the
next step is to map their spatial variability and discontinuties/continuities. To relate these
results back to stratigraphy, the stratal slices are compad with the isochron maps from
Drake and Hawkins study. Figure 5.22 displays the attened imhe A-A' that cuts through
the Wishbone Section. The arrow and the dotted black line indate where in time the
relative impedance slice is located. The relative impedamof the B chalk within this area
can be correlated to the isochron thickness map of the B chailk Figure 5.23. The relative
impedance of the B chalk tends to be very positive. On the ink&on results the B chalk
appears to be very continuous, yet the its unique characteesms to decrease to the south.
Looking at the isochron map, the B chalk thickness appears toe decreasing just south of
the reference well (i.e. the location of the Wishbone sectiQnMoving down in section, the
C chalk character within the relative impedance slice in Fige 5.24 appears very continuous
and does not seem to be changing within the study area. Spdlyaaround the reference
well, Figure 5.25 shows that the isochron thickness is not alging. Similar to the character
of the C chalk, the D interval (D marl and Ft. Hays) is very contiruous without any lateral
variation (Figure 5.26). Around the reference well in Figure 27, there is a gradual increase
in thickness to the south, but in general, the thickness with the study area is continuous.
The facies inversion from Harryandi (2017) produces a RMS alfitpde map of the pure
chalk facies that include the B and C chalk benches of the Niddma (Figure 5.29). The warm
colors indicate areas that have a high probability of havinghicker chalk benches. Within
the center of the Wishbone section there is high probabilityfa thick chalk interval. This
decreases to the North and South. Comparing this result to thEhinMan relative impedance
maps of the B and C chalk benches, each map observes a decréaiee South. These maps

di er to the North, as the B chalk increases in relative impedace.
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Figure 5.22: Seismic line A-A' attened on the Top Niobrara and tle Graneros (left).The
black dotted line and black arrow indicate the interval the satal slice (b) is extracted from.
This stratal slice is representative of the B chalk.

Figure 5.23: Isochron map of the B chalk (left). The green stas the Pioneer reference well
location. Gamma ray and resistivity from the Pioneer referece well interpreted with the

relative impedance from the Wishbone section and the invedeelative impedance from the
seismic (right) (Modi ed from Drake and Hawkins, 2012).
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Figure 5.24: Seismic line A-A' attened on the Top Niobrara and tle Graneros (left).The
black dotted line and black arrow indicate the interval the satal slice (b) is extracted from.
This stratal slice is representative of the C chalk.

Figure 5.25: Isochron map of the C chalk (left). The green stas the Pioneer reference well
location. Gamma ray and resistivity from the Pioneer referece well interpreted with the

relative impedance from the Wishbone section and the invedeelative impedance from the
seismic (right) (Modi ed from Drake and Hawkins, 2012).
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Figure 5.26: Seismic line A-A' attened on the Top Niobrara and tle Graneros (left).The
black dotted line and black arrow indicate the interval the satal slice (b) is extracted from.
This stratal slice is representative of the D interval.

Figure 5.27: Isochron map of the D interval (left). The greentar is the Pioneer reference
well location. Gamma ray and resistivity from the Pioneer reerence well interpreted with
the relative impedance from the Wishbone section and the imted relative impedance from
the seismic (right) (Modi ed from Drake and Hawkins, 2012).
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Figure 5.28: Seismic line A-A' attened on the Top Niobrara and tle Graneros (left).The
black dotted line and black arrow indicate the interval the satal slice (b) is extracted from.
This stratal slice is representative of the Codell formatio.

Figure 5.29: Extraction map of the pure chalk facies probality. RMS amplitude of the pure
chalk facies probability from the Top Niobrara horizon to 20ra below, including the B and
C chalk benches. The outlined box displays the location of ¢hWishbone section (Modi ed

from Harryandi, 2017).
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5.3 Dynamic Conditions - Wattenberg Production

Previous work in the Wishbone section has theorized that theeservoir is experiencing
the most change in the Western portion of the section. Figure. 3 displays the simulated
gas saturation (a) and the 2D microseismic events (b). Hereig observed that the heavier
microseismic activity coincides with the higher modeled gasaturation. In addition to gas
saturation and microseismic, there is higher fracture congtivity, a zipper fracture, and
more proppant and hydraulic fracture uid used during compttions that are correlated to
higher producing wells to the West. But, through the analysi recently conducted, this
theory is re ned.

The Turkey Shoot survey contains a Baseline survey that wasguired after the wells in
the Wishbone section were drilled, and a Monitor 2 survey thavas acquired after two years
of production. To gain an understanding of how the reservois changing after two years of
production, the inversion was preformed in a time-lapse sem Stacks with an angle range of
30 40 s from the Baseline and Monitor 2 surveys were utilized for aspudo AVO analysis
(as we expect the greatest changes around this angle rang@&he gather conditioning and
cross-equalization of these data was performed by Copley{8). Preconditioning included
trim-statics and division into the angle stacks. The crosequalization process consisted of
global amplitude scaling, frequency shaping Itering, gloal phase-time shifts, trace-by-trace
amplitude scaling and trace-by-trace phase-time shifts. N®S was calculated within the
overburden and within the reservoir and for an angle range 3040 s this value was 0.149
in the overburden and 0.151 within the reservoir. The goal i® minimize this value in the
overburden to below 0.3 (as a value of 0.3 would indicate th#fte seismic in the Monitor 2
survey was reproduced within 30% of the seismic in the Basaisurvey). The NRMS values
calculated for these surveys show the Monitor 2 survey waspreduced within 15% of the
seismic in the Baseline survey. Minimizing NRMS in the overbden ideally maximizes real

changes within the reservoir (Copley, 2018).
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As the inversion outputs relative acoustic impedance, the #action of absolute changes
within the reservoir is not possible. The extraction of theelative changes is more appropri-
ate. A di erence volume was created by subtracting the Basele relative impedance volume
from the Monitor 2 relative impedance volume. In Figure 5.31d extracted the root-mean-
square (RMS) values from the Top Niobrara to the Greenhorn Lgoln Limestone formation
to observe relative changes within the entire reservoir. IRigure 5.31b | smoothed the RMS
surface to observe general trends.

The theory behind doing a time-lapse analysis of the invesi is to identify which portions
of the reservoir have been e ectively drained. Figure 5.32 splays the RMS surface with
the horizontal wells color coded according to how well theyrpduce (green = best producer,
yellow = moderate producer, red = poor producer), below is th relative well placement
in cross-sectional view. The largest changes observed fréine inversion are the western
portion of the survey and north of the central graben. Althouf it is di cult to discern, it
is observed that the best producers do correlate with the Igest changes from Baseline to
Monitor 2.

In Figure 5.33, | have overlain the microseismic events on tHMS surface. In general,
there are signi cantly more events in the north-west portia of this section. Those events
align with the larger di erences observed on the RMS surfac@otentially indicating that
the rock that has been a ected by hydraulic fracturing (i.e. the microseismic events) has
produced more adequately. When | overlay the hydraulic fraote conductivity established
from the 3D hydraulic fracture modeling (Alfataierge, 2017)it appears that the larger rela-
tive impedance changes correlate to the more e ectively stulated intervals. The e ective
fracture length corresponds to the changes within the res@ir. The larger hydraulic fracture
conductivity values are color-coded purple. The areas witthe highest hydraulic fracture
conductivity are primarily North of the central graben and seondarily in the West.

In Figure 5.35 the lithology that the horizontal wells have itersected are overlain on

the RMS surface. When analyzing the lithology with the reseoir changes, it is observed
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that the larger 4-D seismic changes generally coincide incltions where the wells intersect
the chalky intervals. It is also observed that there are lagy changes to the reservoir on the
western portion of the survey and north of the central grabenThese larger changes correlate
to areas where the reservoir was e ectively stimulated and vere the wells landed within
chalky intervals. Figure 5.36 displays the 4-D seismic chagg with both the intersecting
lithologies and the microseismic events. The larger 4-D anges are observed in the areas
with heavier microseismic activity and chalky lithologies

Figure 5.37 compares the relative impedance changes from fiMian with a previous
inversion performed in HampsonRussell. The previous inves contributed to the theory
that the reservoir is being e ectively drained in the West. Qerall, these results exhibit the
same changes within the reservoir. The main di erence is thahe older inversion displays
reservoir changes south of the central graben, whereas thkifiMan results do not.

Figure 5.38 shows the updated 4-D inversion from HampsonRuss#l  (bottom) and
the relative impedance changes from ThinMan (top). The updad HampsonRussell inversion
shows the largest 4-D changes in the North-West corner of the Stibone section. The area
with the highest change is outlined with a dotted black line ath overlain on the relative
impedance changes from ThinMan. Both inversions agree th#te largest changes to the
reservoir are observed in the North-West. Both updated inveions, microseismic, lithology
and fracture conductivity all agree that the largest changeto the entire reservoir are observed
in the North-West portion of the Wishbone section. The wells whin this area are spaced
closer together contain a zipper fracture and were treateditiv more hydraulic fracture uid
and proppant. This integrated analysis re nes the initial heory of where the reservoir is
experiencing the most change and where it is e ectively proding from. From this analysis,
| believe the largest changes are experienced in the North-8t%ern portion of the Wishbone
section.

One of the benets of the ThinMan inversion is that the resuls have higher vertical

resolution than conventional inversions. To observe the ahges to each chalk bench in the
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Niobrara and the Codell Formation, RMS values from smaller tarvals were extracted from
the di erence volume (Figures 5.39-5.43). The red dotted lanoverlain on the wells within
each map indicate which wells intersect the interval extraed from. The warm colors on the
map are the areas with the highest relative changes and thasaic section on the left shows
the well tops on the left and the seismic horizons on the rightThe yellow horizontal lines
overlain on the seismic section indicate what interval the RS slices was calculated from.
Figure 5.39 is the RMS map from the Sharon Springs to the top Niddra re ector. The well
farthest to the West intersects the B chalk that is included vthin this extraction. This slices
shows the largest changes to the reservoir on the Western pon of the Wishbone section.
Figure 5.40 shows the RMS map from the top Niobrara to the middiobrara re ector that
includes the B and C chalks. This interval includes all 7 Niolara wells that have tighter
spacing to the West (600 ft) and sparer to the East (900-120€).f The 4-D seismic response
observes changes all across the Wishbone section. Figure $sddxtracted from the bottom
Niobrara to the Codell re ector and includes all four Codell wlls. The largest changes to
the reservoir are observed to the North-West where the Codellells are present. Figure
5.42 displays the 4-D seismic response from the Sharon Sgsrto the Codell. Similar to
the interval containing all 7 Niobrara wells, the 4-D resporesis observed throughout the
entirety of the section, although there is a high concentrain of large changes in the North-
West. To include all changes, Figure 5.43 was extracted fronmé Sharon Springs to the
Greenhorn Lincoln Limestone interval (like Figure 5.31). As & previously saw, the largest
overall change to the reservoir is observed in the North-WestWhen extracting over the
largest interval (Figure 5.43, Sharron Springs to Greenhorhincoln Lime) the contribution

from the Codell wells is entirely incorporated.
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Figure 5.30: Comparison between simulated gas saturatiorsttibution (a) and surface mi-
croseismic events (b). Higher gas saturation (yellow rectgles) correlates with microseismic
clusters (Modi ed from Ning, 2017).
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Figure 5.31: Extracted root-mean-square (RMS) values fronmé Top Niobrara to the Green-
horn Lincoln Limestone formation to observe relative chamg within the reservoir (a).
Smoothed surface (b). The 11 horizontal wells are shown witihe black lines trending

North-South.
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Figure 5.32: Smoothed RMS surface (top). Cross section sclaim displaying the general
location in depth of the horizontal wells. The horizontal wis are overlain on the RMS
surface colored green = good producer, yellow = moderate ghacer, red = poor producer.
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Figure 5.33: Smoothed RMS surface (top). Cross section sclaim displaying the general
location in depth of the horizontal wells. The horizontal wis are overlain on the RMS
surface are the microseismic events. The trend in the micesmic events correlate with the
larger changes observed on the time-lapse seismic.
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Figure 5.34: Smoothed RMS surface (top). Cross section sclaim displaying the general
location in depth of the horizontal wells. The hydraulic frature conductivity is overlain
on the RMS surface. There is a strong correlation with high dicture conductivity and the
larger changes observed on the time-lapse seismic.

146



Figure 5.35: Smoothed RMS surface (top). Cross section sclaim displaying the general
location in depth of the horizontal wells. The lithologies hat the horizontal wells intersect
are overlain on the RMS surface. The areas where the wellsdrgect the chalk benches
correlate to the larger changes observed on the time-lapssgssnic.
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Figure 5.36: Smoothed RMS surface (top). Cross section sclaim displaying the general

location in depth of the horizontal wells. The lithologies liat the horizontal wells intersect

are overlain on the RMS surface and the microseismic evetn$he areas where the wells
intersect the chalk benches and have higher microseismicndty correlate to the larger

changes observed on the time-lapse seismic.
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Figure 5.37: Smoothed RMS surface established from the Thi@d inversion (top). Previous
time-lapse inversion relating to production showing charmg to the reservoir. Both maps are
extracted over the same intervals. These inversions showndar trends North of the central
graben but contain di erences South of the Graben. (Modi edrom Utley, 2017).
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Figure 5.38: Smoothed RMS surface established from the Thimd inversion (top). Updated
time-lapse inversion relating to production showing chamg to the reservoir. Di erent from
the previous time-lapse results, both updated time-lapseesults show the largest changes
to the reservoir within the North-Western portion of the Wishlone section. (Modi ed from

Copley, 2018).
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Figure 5.39: Smoothed RMS surface established from the Thi inversion extracted from
the Sharron Springs interval to the Top Niobrara re ector. Ths extraction includes the B
chalk interval. The red dotted line represents the well thatntersects this formation.

Figure 5.40: Smoothed RMS surface established from the Thia inversion extracted from
the Top Niobrara re ector to the Middle Niobrara re ector. Thi s extraction includes the
B and C chalk intervals. The red dotted lines represent the We that intersects these

formations.
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Figure 5.41: Smoothed RMS surface established from the Thi inversion extracted from
the Lower Niobrara re ector to the Codell re ector. This extraction includes the Codell
Formation. The red dotted lines represent the wells that irgrsects this formation.

Figure 5.42: Smoothed RMS surface established from the Thia inversion extracted from
the Sharron Springs re ector to the Codell re ector. This efraction includes the B chalk,
C chalk and Codell Formation. The red dotted lines represernhe wells that intersects these
formations. Note this extraction depth interval includes dl11 horizonal wells.
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Figure 5.43: Smoothed RMS surface established from the ThiaM inversion extracted from
the Sharron Springs re ector to the Greenhorn Lincoln Limdsne re ector. This extraction

includes the B chalk, C chalk and Codell Formation. The red dted lines represent the wells
that intersects these formations. Note this extraction det interval includes all 11 horizonal

wells.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS

6.1 Horizontal-Receiver Azimuth Estimation

The process that lead to the discovery of the cross-compohdeakage was viewing of
prestack COCA gathers. Analysis of the shear components dog processing is usually
conducted with LAS and was not recognized during processinglhe use of the COCA
gathers to recognize the data issue was essential. The crosmponent leakage was initially
identi ed on the pure shear COCA gathers and it was determirtethat there was an issue
with the horizontal sources and/or receivers. Analysis of #hC-wave data con rmed that it
was a receiver-side issue, errors in the azimuth orientati@f H, during data acquisition.

Multicomponent prestack synthetic modeling veri ed my hymthesis. Critical steps in
this analysis were the use of S-wavand C-wave prestack COCA gathers, and analyzing
COCA gathers in overburden as well as in the Niobrara target iarval. Conventionally,
multicomponent data is analyzed in LAS during processing. Ithis case, LAS would not
highlight the signal leakage. Sorting the data into COCA gdters was essential and key to
the signal leakage identi cation.

The P-wave rst-arrival method was initially used and deteted the global H; azimuth
error for Monitor 1. This global error is attributed to H; oriented to magnetic North. The
large histogram spread suggested that the local variatioms the H; estimates were possibly
not reliable. As the P-wave rst-arrival method does not hanté near surface complexities
well, the C-wave re ection method was evaluated. Histogramom this method were more
re ned (the spread of the histogram decreased), and the ldcariations were deemed trust-
worthy. The C-wave re ection method can handle near surfaceomplexities and performs
well in the presence or absence of anisotropy. Both methodslicated the global orientation

of the H, azimuths for each survey.
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H, azimuth estimates obtained from the C-wave re ection meths were used to properly
rotate the C-wave and S-wave data to radial-transverse cabnates. These data are now
better suited for further analysis, and to potentially expse/detect that subtle fracture-
related seismic signal produced by the hydraulic fracturg within the Niobrara reservoir
interval. Also, with the radial and transverse components tated incorrectly, preprocessing
parameters derived from the radial component (and appliedttransverse) will be in error
(surface consistent amplitude compensations, surface swient deconvolution, etc.). These

errors impact amplitude work, in addition to shear-wave sfting.
6.2 Horizontal-Receiver Azimuth Estimation Recommendations

| recommend using the P-wave rst arrival method for a brute otation into radial-
transverse coordinates early in processing. Once the datashbeen cleaned and re ned, the
C-wave re ection method should be used for re nements in theotation. If the data are going
to be used for an assessment of shear wave splitting, thesgtions need to be analyzed and
quality controlled, since poor rotations may lead to falsendicators of shear-wave splitting.
When the magnitude of shear-wave splitting delay is small, hC-wave and S-wave crossterm
re ection signal is weak. Improper rotation to radial-trarsverse coordinates may mask this

weak signal what we wish to detect, expose, and invert.
6.3 Sparse-Layer Re ectivity Inversion

The conventional method of performing a post stack inversioinvolves the input of a
background P-impedance model. The sparse-layer re ectiyiinversion is signi cantly more
robust (as it does not require a a background model), relagly simple to use, while out-
putting results that are just as good, if not superior to the mdel-based inversion results.
Performing the inversion on the Wattenberg synthetic volura provided con dence in the
process as the results have high resolution and do a great jabaccurately modeling the

subsurface.
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For a comparison of ThinMan and Hampson-Russell's post stadkversion (STRATA)
both the wedge model and the Wattenberg synthetic were use&hen comparing the actual
impedance results for the Wattenberg results with the inputelative impedance volume, the
ThinMan results were preferred. Although the results from te HRS inversion match the
data well, this result is very smooth and is lower resolutiothan the ThinMan results.

To gain con dence in the ThinMan inversion of the eld data, ahandful of quality control

steps were necessary:
Comparison of the eld data results with the Wattenberg synhetic results

Convolving the output re ection coe cients with 30hz and 50hz Ricker wavelets and

performing well ties

Using the relative impedance values from each well and compay those with the

inverted relative impedance from the eld data

Through the quality control process, it was determined thathe B and C chalk benches of
the Niobrara were resolved. Once con dence was establishétk eld data results from the
Baseline survey (static conditions) were integrated andterpreted within a regional sequence
stratigraphic framework to determine if there is a relatioship between relative impedance
and thickness. The inverted relative impedance volume wasttened on the Top Niobrara
and the Graneros for stratal slicing. Stratal slices from # B chalk, C chalk, D interval and
Codell were compared with the regional isochron maps. Thelagve impedance over the B
chalk decreases to the south, a similar trend is observed dmetisochron map. From the C
chalk isochron, it is observed that this interval has a conant thickness over our study area.
The relative impedance of this interval also remains relataly constant. From the isochron
maps, both the B and C chalk benches are around 30-40ft. The aseired thickness of those
benches from the inverted relative impedance are also 30#0 The D interval appears to
thicken to South of our study area. Its relative impedance deeases in the same direction.

It is observed that the relative impedance trends do correspd to the thicknesses from the
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isochron maps, although more work is needed to con rm this as correlation. Overall, it
should be noted that the seismic volume covers a total of 4 saye miles, so it is di cult to
determine lateral variations in geology in such a limited &a.

The dynamic inversion results show strong impedance chasge the North-West corner
of the Wishbone section. This anomaly correlates to heavy maseismic activity, high hy-
draulic fracture conductivity established from reservoimodeling and well landing positions
relative to chalk benches. The results from the ThinMan invsion are a decent match to
the previously established time-lapse seismic responsepimduction. These results match

to the North of the central graben, but disagree in the South.
6.4 Thin-Bed Re ectivity Inversion Recommendations

To potentially match the inverted impedance response to res/oir sweet spots, the results
from Mabrey's (2016) RQI should overlain on the inversion. I& relation between relative
impedance values with high quality rock could be establistie more e cient completion
designs could be from the seismic. In addition, the inversicshould be run on every angle
stack. It has been shown that we can resolve the chalk benché@swould be even more
powerful if we could determine the AVO response of the swegbads. To verify the 4-D
seismic response and it's correlation to production, the B-response at each horizontal well
should be extracted and compared to the production from eachel: In addition, the work
completed by Copley (2018) determined that the largest 4-Dhanges were observed on the
40 50 angles. | am recommending to do a similar 4-D ThinMan inveisn of this angle

range for another pseudo-AVA analysis.
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