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ABSTRACT

This Master's thesis was aimed to assess the use of hybrid DFN and dual-porosity models

on the production performance of a well pad that is completedwith multi-stage hydraulic

fractures in the Eagle Ford. The reason resides in modeling in the industry sometimes the

coupled geomechanics and 
uid 
ow models lack the presence of the hydraulic propagation

network. In this research model, a simpli�ed discrete fracture network was implemented

in dual-porosity model. Moreover, the geomechanical component was observed using the

Mohr-Coulomb Failure Criterion. Finally, the model resultswere compared with a model

that was created for the same well pad by Curnow (2015), whichconsidered the hydraulic

fractures as symmetric planar bi-wing fractures that are placed in pre-determined locations.

Three hydraulic fracture stages of two wells from a well pad in Eagle Ford oil window

in McMullen County, Texas were used in the modeling study. Moreover, synthetic 
uid

composition and initial reservoir pressure from publisheddata were utilized.

To establish the hybrid DFN and dual-porosity model , the grids of the model were created

to combine the predetermined location planar hydraulic fractures numerical model that was

initiated by Curnow's (2015) and Suppachoknirun's (2016) complex discrete fracture network

models. In the grid creation process, the unstructured grids of the Discrete Fracture Network

was converted to structured grids. Then, the main fracture features were transferred to a

Cartesian grid system and the grids were rotated to match thefeatures' orientation.

Iterative coupling was used to couple the geomechanical model and 
uid 
ow model. Two

grid systems were established, the reservoir grids and geomechanical grids, which were set

as the same size. The input parameters for the geomechanicalmodel were acquired from the

experimental data collected using preserved cores from a nearby well.

History matching was not included in this research. The gas rates especially were not

consistent, which made the history matching challenging. Moreover, the lack of bottom hole
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pressure data added another layer of complexity to the history matching process.

To predict the production of the wells for ten-year period, aproduction forecast was

made. The hyperbolic trend was utilized to �t the data following the industry standards for

unconventional reservoirs. The cumulative oil productionfor the three hydraulic fracture

stages of well-1 is around 40 Mbbls and 27 Mbbls for well-2 forten-year period in the DFN

models. On the other hand, the ten-year gas cumulative production for the three hydraulic

fracture stages of well-1 is 40 MMcf and 25 MMcf for well-2. However, in the planar hydraulic

fracture models the rates were less than the DFN model cases. The rate constraints were

not achieved by the planar hydrulaic fracture models.

There are some conclusions that can drawn from this modelingresearch study. The

simulated bottom hole showed interesting results. Well-1 drainage area is larger than well-

2. Thus, during the ten-year period production well-1's production never transmitted to

the boundary of the lower permeability barrier. From the geomechanical model, the maxi-

mum and minimum stresses were increased due to the poroelastic e�ect during production.

Moreover, a subsidence occurred and the DFN model with low permeability barrier has the

highest subsidence value of 0.109 ft. A comparison with the base model(Curnow 2015) was

conducted. The di�erent hydraulic fracture patterns from the base model resulted higher

cumulative production than this research study. This is dueto the several di�erent input

data that was used in the models.
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CHAPTER 1

INTRODUCTION

Shale production is evolving as a reliable source of petroleum in the United States and

possibly the entire world. Although shale reservoirs can notbe commercially productive

because of very low permeability and other inherent issues with out stimulation, multistage

hydraulic fracturing has changed the picture to the better. However, to assure better pro-

duction and recovery, a proper understanding of the reservoir characteristics and suitable

hydraulic fracturing is required. Hence, reservoir simulation modeling can be utilized to

simulate realistic �eld conditions to comprehend the governing aspects that control well

productivity. Reservoir models usually lack the geomechanical factors that are becoming

more crucial in understanding the reservoir behavior throughout the production cycle of the

reservoirs. Therefore, the hydraulic fracturing propagation network modeling is poorly rep-

resented in the 
uid 
ow models, since it is impacted by the rock properties, interaction with

existing fractures (hydraulic or natural), and the stress shadow. In many 
uid 
ow models,

hydraulic fractures were modeled as bi-wing fractures, which is not true because fractures

in shale reservoirs are more complex in nature. This poor representation will lead to some

misleading results regarding faulted production and recovery outcomes. Another limitation

of 
uid 
ow models is the reliance on either single or dual porosity models. These concep-

tual models cannot capture several aspects in naturally fractured reservoirs. However, new

models have been developed to tackle some of the challenges that single and dual porosity

could not resolve. The new models have the ability to simulate the interface between the

fracture and rock matrix in a better fashion.

1.1 Motivation of Study

Although several coupled 
uid 
ow-geomechanics models havebeen developed in the

industry e.g. Curnow (2015), sometimes they do not fully capture all the complexities of
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fracture growth and production in naturally fractured reservoirs. This study resorts to a more

realistic approach for Eagle Ford reservoir. The techniqueis a hybrid model comprising DFN

and dual-porosity model. In Curnow 2015's model, bi-wing representation of the fractures

has been used with predetermined locations, and it missed the simulation of the actual

propagation network of the hydraulic fractures in the naturally fractured reservoir. Moreover,

in the vicinity of the fractures Logarithmic Scale, LocallyRe�ned, Dual Permeability (LS,

LR, DK) reservoir model has been used in the model. Finally, di�erent hydraulic fracture

geometries have been evaluated in the model to obtain a design with optimum production

and recovery.

Di�erent geomechanical models are available to capture thegeomechanical component

behavior. They vary in computational complexity and sensible representation of the reser-

voir. Barton Bandis model was used to control the geomechanical component behavior in

the reservoir by (Curnow 2015). Therefore, another model isneeded to be investigated to

observe if there are any change in the responses.

1.2 Objectives

The objective of this thesis study is to assess the use of hybrid DFN and Dual-Porosity

model on production performance for hydraulically fractured wells in the Eagle Ford. To

achieve this objective, several tasks were carried out and they are listed below:

� Revise the capabilities of Curnow's numerical model, a CMG dual-permeability compo-

sitional model, by focusing on the use of Discrete Fracture Network in the dual-porosity

mode to simplify hydraulic fracture propagation in the reservoir.

� Include the Mohr-Coulomb geomechanical failure model intothe CMG model to assess

the stress-dependence of the reservoir during production.

� Compare the production and the geomechanical results of this research with Curnow

2015's results to evaluate what model has better representation of the reservoir's per-

formance.
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� Determine any improvements gained by the new research modeland identify any lim-

itations.

1.3 Area of Study

1.3.1 Eagle Ford Overview

Eagle Ford is a shale play that is a mixture of siliciclastic and carbonate units (Pearson

2012). It is located in the south of Texas, USA. It extends 400 miles from the Texas-Mexico

border, southwest of Texas, to the San Marcos Arch (Figure 1.1)(Hancock 2014; Tenorio

2016). Eagle Ford is a late Cretaceous formation system (Cenomanian-Turonian), and it

spreads over the Buda Limestone and superimposed by the Austin Chalk (Figure 1.2).

Figure 1.1: Eagle Ford structural map shows the downdip to Edwards and Sligo shelf edges
(Tenorio 2016).
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There are two stratigraphic units in the Eagle Ford. The lower unit which contains lam-

inated shales with minor bioturbation. It was deposited in low oxygenated marine settings

below storm wave base. The other one is the upper unit, and it contains high-frequency

cycles of shale, limestone, and carbonaceous quartzose siltstones. It was developed in higher

energy more oxygenated environment above storm wave base (Pearson 2012). The �eld varies

in depths ranging from 1,500 ft to around 14,000 ft TVD, down-dipping towards Edwards

and Sligo Shelf edges. Moreover, it has a thickness span between 50 ft and 300 ft (Martin

et al. 2011).

Eagle Ford's mineral compositional characteristics are di�erent throughout the �eld,

which increases the heterogeneity of the �eld. XRD \X-ray powder di�raction" and QEM-

SCAN \Quantitative Evaluation of Minerals by SCANning" analysis have been conducted

by (Ramiro-Ramirez 2016) for two wells in the �eld. Well-1 islocated near the San Marcos

Arch area in Gonzales County, Texas and the XRD showed lower Eagle Ford is composed

mainly of quartz, mica/illite, and kaolinite. Furthermore, k-feldspar and pyrite are secondary

minerals. The upper Eagle Ford has di�erent compositions. It is mainly carbonate miner-

alogical composition, and calcite is the dominant mineral followed by quartz and mica/illite.

The secondary minerals are dolomite, kaolinite, plagioclase, chlorite, and pyrite (Figure 1.3)

(Ramiro-Ramirez 2016). Well-2, however, is in La Salle County located about 100 miles

southwest of Well-1. In the lower Eagle Ford member, the mainminerals are calcite, then

quartz and mica/illite. While the secondary minerals are dolomite, kaolinite, plagioclase, and

pyrite (Figure 1.4) (Ramiro-Ramirez 2016). From XRD analysis, it is evident that quartz

was the main component in well-1, and calcite is the dominantmineral in well-2. Also,

kaolinite is not included among the main minerals in well-2.

The QEMSCAN is also showing the varieties in the mineralogical distribution between

the two wells. Lower Eagle Ford sample well-1 is mainly quartz and clay-rich matrix with an

abundance of pyrite framboids spread in the matrix. Moreover, there is a connection between

carbonate minerals and microfossils test and bioclastics fragments (Figure 1.5). Lower Eagle
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Ford sample from well-2, on the other hand, is carbonate dominated and calcite could exist

in microfossil test composition or form carbonate aggregates in the matrix. The presence

of clays is either in inside the fossils or in the intergranular space between carbonate grains

and aggregates. Finally, pyrite existence is minor, and it does not form framboids as much

as lower Eagle Ford in well-1 (Figure 1.5) (Ramiro-Ramirez 2016).

There are three hydrocarbon windows in the Eagle Ford.

1. Oil window: that extends across the north with a GOR of 0-4000 scf/bbl.

2. Wet gas or condensate window: the GOR is between 4000-8000scf/bbl and it spreads

in the middle of the �eld.

3. Dry gas window: the GOR is more than 8000 scf/bbl and it is located at south of the

�eld (EIA 2014)

Figure 1.2: The stratigraphic column indicates that Eagle Ford formed in the Late Cretaceous
(Martin et al. 2011).
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Figure 1.3: Eagle Ford XRD mineralogy analysis from well-1 (Ramiro-Ramirez 2016).

Figure 1.4: Eagle Ford XRD mineralogy analysis in the lower member from well-2 (Ramiro-
Ramirez 2016).
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Figure 1.5: QEMSCAN showing mineral distribution (Ramiro-Ramirez 2016).
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Figure 1.6: Map of the gas-oil-ratio in Eagle Ford wells (EIA 2014).

Figure 1.7: Hydrocarbon windows in Eagle Ford shale (EIA 2014).
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1.3.2 Available Data

The data was provided by the Unconventional Natural Gas and Oil Institute (UNGI) for

Coupled and Integrated Multiscale Measurements and Modeling (CIMMM) Consortium.The

speci�c �eld data that was studied in this thesis research isfrom a multi-well pad in Eagle

Ford oil window shale �eld in McMullen County, Texas. It includes of drilling programs

and �nal drilling reports, drilling and production well logs, hydraulic fractures designs and

reports, and raw and interpreted microseismic from the wellpad that is completed with zipper

fracturing technique. The production data was public data extracted from Texas Railroad

Commission records. The well pad has four wells (1H, 2H, 3H, and 4H) penetrating lower

Eagle Ford. Moreover, well 4H was utilized to monitor the microseismic events from the

other wells during the 14-stage plug and perforation limited entry hybrid fracture treatment

(Figure 1.8). In the base model that was developed by(Curnow 2015), two wells and stage

9,10, and 11 were modeled to reduce the computational runtime and grid blocks.

Figure 1.8: Well 4H used for microseismic monitoring during the 14-stage fracturing.
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CHAPTER 2

LITERATURE REVIEW

2.1 Fundamentals of Fluid Flow

Conservation of mass or material balance is a key concept in reservoir simulation. It

governs how materials and energies interact and balance during the simulation process.

Therefore, anything (energy, mass) entered, left, created, or destroyed in a con�ned volume

is balanced \equal."

2.1.1 Background

Conservation of mass equation can be represented by the following equation (2.1).

[Rate in] � [Rate out] + [ Additional Rate injected ] = [ Rate of accumulation] (2.1)

Certain assumptions are associated with the material balance equation. One of the

assumptions, Darcy's Law is su�ciently de�ning the hydrodynamics of the 
uid 
ow in

porous media, and there are no di�erent types of 
ows in the system, although in reality

reservoirs have other 
uid 
ows. There is natural complete 
uid segregation. The geometric

space for the reservoir is �xed, and it does not change. Another assumption, the PVT

data that is obtained from the laboratory are a valid representation of the actual �eld

properties. There is sensitivity by the equation to any inaccurate measurements such as

reservoir pressure, which makes the input data is crucial (Islam et al. 2010).

Material balance can be mathematically approached as stated in Equation 2.2. This

equation is formulated under the conditions of one-dimensional rod porous material, within

a control element of the slab, single phase 
uid with a density of � , and 
owing at a velocity of

u (Figure 2.1). To achieve the continuity equation, the material balance equation was divided

by � x, and the limit approaches zero was taken in Equation 2.3. Thecontinuity equation
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constitutes any mass of 
uid produced, injected or remainedin the reservoir (Ahmed and

Meehan 2012). The sectional areas are the same across control point; therefore, the area

term is eliminated from Equation 2.4.

Navier-Stokes equation is representing the conservation ofmomentum, which is simpli�ed

for low-velocity 
ow in porous media. The semi-empirical Darcy's equation can describe it,

which is for single phase, one dimension, and horizontal 
owEquation 2.5. The assumption

of the mass balance equation is a Darcy 
ow, but Forchhemier equation can be used for

non-Darcy 
ow by adding � coe�cient equation (2.6). Non-Darcy 
ow is when there is

high-velocity 
ow or non-linear 
ow (Ra�qul-Islam 2015). T he velocity term u in (2.4) is

replaced with Navier-Stokes equation from Equation 2.5 and conservation of mass equation

becomes Equation 2.7.

f uA� gx � f uA� gx+� x =
@
@t

f �A � x� g (2.2)

Figure 2.1: One-dimensional rod porous material and controlelement of the slab.

�
@
@

(uA� ) =
@
@t

f �A� g (2.3)

�
@
@

(u� ) =
@
@t

f �� g (2.4)

u = �
k
�

@P
@x

(2.5)
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Figure 2.2: Pore pressure relationship with porosity and density (Kazemi 2015).

@
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(� ) =
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@P

@P
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(2.8)

@
@t

(� ) =
@�
@P

@P
@t

(2.9)

The relationship is linear for pore pressure and both density � and porosity � and it

can be represented in Equation 2.8 and Equation 2.9. Therefore, when the pore pressure

increases over time, density and porosity are increasing (Figure 2.2). The chain rule di�er-

entiation Equations from 2.8 and 2.9 change the right-hand side of Equation 2.7 to Equation

2.10. The temperature was assumed to be constant in the conservation of mass equation.
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In porous media, the porosity depends on pressure change, which results in rock compress-

ibility Equation 2.11. Moreover, the density is changing slowly by pressure change, and the

isothermal compressibility can be represented using Equation 2.12.

@
@x

(�
k
�

@P
@x

) = �
@
@t

f � g + �
@
@t

f � g (2.10)

c� =
1
�

@�
@P

(2.11)

cf =
1
�

@�
@P
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From Equation 2.11 and Equation 2.12, Equation 2.10 can be expressed as Equation 2.13

and Equation 2.14. Since the total compressibility isct = c� + cf and removing the common

factors from each side in Equation 2.14 the mass balance equation is Equation 2.15.
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2.1.2 Upscaling

Upscaling can be de�ned as averaging a property from a certainscale to a larger scale. It

is a challenging procedure because a property that was measured at certain size and place is

populated with a larger scale in a di�erent location. Thus, it is worth mentioning; upscaling

adds uncertainty to simulation outputs and reducing the times of upscaling processes is

preferable.

Upscaling in reservoir simulation is de�ned in two di�erent categories. The �rst category

is scaling up the core samples laboratory measurements. They are cylindrical shaped rocks

that are few centimeters in length and diameter taken from wells, and then measrmeants

are populated to geophysical cells that are multiple metersin size. The second category is

scaled up �ne geological grids to a larger grid, and it is whatmostly identi�ed as upscaling
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in reservoir simulation.

There are many ways to assign suitable values for reservoir properties utilizing upscaling

algorithms. These upscaling algorithms include power-lawaveraging method, pressure-solver

method, renormalization technique, and multi-phase 
ow upscaling (Islam et al. 2010). They

can be used for upscaling reservoir properties, for instance, porosity, permeability, water

saturation, and other 
uid 
ow properties. The Power-Law Averaging methods are what

knowing of as the mean values. They are characterized by their simplicity and quickness

in retrieving those values. Nevertheless, they have restraints during the simulation process.

For example, arithmetic mean-value could be used in a single-phase 
ow speci�cally for

horizontal 
ow, while the geometric averaging is a better �t for vertical 
ow (Islam et al.

2010):

Arithmetic mean-value Equation 2.16

ke =
1
n

(
nX

i =1

ki ) =
1
n

(k1 + ::: + kn ) (2.16)

Geometric mean-value Equation 2.17

ke = (
nY
ki

i =1

)
1
n = n

p
k1:k2:::kn (2.17)

Harmonic mean-value Equation 2.18

ke = (
nY

i =1

1
ki

)� 1 =
1

1
k1

+ ::: + 1
kn

(2.18)

The Pressure-Solver Method (Figure 2.3) is the process of equating the 
ux through an

actual heterogeneous medium with the 
ux of an equal volume of a similar homogeneous

medium with the same boundary conditions.

The renormalization technique (Figure 2.4) is a multi-step sequential upscaling grid from

�ne grids to coarse grids. It is a faster process, yet it is a less accurate method. The

properties are distributed on �ne grids, and then the e�ective properties are calculated to

produce a coarser grid. It continues until the starting gridis minimized to a single grid

block. Eventually, this method produces an approximation of the e�ective property value of
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the �ne original grids.

Figure 2.3: Pressure-solver method equivalent volume 
uxes(Islam et al. 2010).

Figure 2.4: Renormalization technique schematic diagram (Islam et al. 2010).
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2.1.3 Fluid Flow Classi�cation

The 
uid 
ow classi�cation in the reservoir is based on threecategories: 
uid type, the

geometry of the 
ow, and the relationship of pressure and time. Fluids are divided into

three types incompressible, slightly compressible, and compressible. Another de�nition of


uid type is describing 
uid if it is a single-phase or multi-phase. The 
ow geometry is

represented as either linear, radial, or spherical 
ow based on the 
ow medium. Finally, the

pressure-time relationship is divided into four kinds: steady-state, transient, late transient,

or pseudosteady-state (Craft and Hawkins 1991).

2.1.3.1 Flow Regimes

Fluid 
ow behavior and reservoir pressure distribution as a function of time are de�ned

by 
ow regimes of the reservoir 
uids. The 
ow regimes are steady-state 
ow, unsteady-state


ow, and pseudosteady-state 
ow (Ahmed 2010).

The steady-state 
ow regime means that pressure at all location of the reservoir remains

constant over time Equation (2.19). It mainly happens when there are pressure maintenance

or existence of a strong aquifer to compensate for the pressure lost during production time.

For an incompressible 
uid, the volume of the 
uid remains the same when the pressure

increases over time. However, the volume of compressible 
uids would reduce by the pressure

increase, and the amount of change depends on the degree of compressibility Figure 2.5.

Density for compressible 
uids increases when pressure increases in steady-state 
ow. The

case of the incompressible 
uid, the density is slightly changing by the pressure increase

(Figure 2.6).

(
@p
@t

) i = 0 (2.19)

When the pressure rate change with time at any location in the reservoir is not zero,

the 
ow regime is at unsteady state (transient 
ow). This means the pressure derivative

with respect to time is a function of timet and position i Equation 2.20. The unsteady-

state 
ow is used during well tests because during early and late times the conditions near
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the wellbore can be observed. In early times, the expansion of the drainage would show

the reservoir properties. The boundary conditions e�ect can be detected at late times, and

the 
ow regime will change from transient to either pseudo orsteady state (Bourdet 2002).

Finally, pseudosteady-state 
ow in (Figure 2.7) shows the pressure at di�erent points of the

reservoir is declining linearly (constant) as a function oftime Equation 2.21.
�

@p
@t

�
= f (i; t ) (2.20)

(
@p
@t

) = constant (2.21)

Figure 2.5: Pressure- volume relationship in steady-state 
ow (Ahmed 2010).
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Figure 2.6: Fluid density-pressure in steady state 
ow (Ahmed 2010).

Figure 2.7: The three 
ow regimes pressure behavior over time(Ahmed 2010).
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2.1.3.2 Flow Geometry

The 
ow geometry is complicated to describe in reservoir simulation due to irregular

boundaries and complex geometry de�nition. Nonetheless, there are three simpli�ed 
ow

geometries: radial 
ow, linear 
ow, and spherical or hemispherical 
ow.

Radial Flow (Cylindrical 
ow) has a particular interest for petroleum engineers in many

cases. For example, 
uid would 
ow radially near vertical wells at early or intermediate

times. Another example, the 
uid 
ows radially into horizontal wells at intermediate to late

times in homogeneous reservoirs. Finally, radial 
ow occursin hydraulically-fractured wells

and the fractures edges (White 2009).

The constant cross section is a requirement for linear 
ow. It happens in water-oil contact

upward movement of the water drive system or the downward movement in gas-oil contact

during depletion or gas injection. Far from the well during aline-drive water
ood, the 
uid


ows linearly (Figure 2.9). Linear 
ow also happens in �nite-conductivity hydraulic fractures

at an early time (Figure 2.10), or high-conductivity hydraulic fracture or horizontal well at

the intermediate time. For spherical 
ow, the 
ow occurs at the tip of the perforation,

horizontal well, or partially penetrated well as shown in Figure 2.11.

Figure 2.8: Radial 
ow in one-dimension (Chen et al. 2006).
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Figure 2.9: Linear 
ow far from the well (Oyeneyin 2015).

Figure 2.10: Linear 
ow in a �nite-conductivity vertical hyd raulic fracture (Ozkan 2005).
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2.1.3.3 Fluid Flow in Multi-Lateral Horizontal Well

The 
uid 
ow in multi-lateral horizontal well di�ers from a s ingle lateral horizontal well.

There are two categories with at least �ve 
ow regimes (Figure2.12). The �rst category, the

laterals do not interfere during the 
ow regimes. The secondcategory is when the laterals

interfere each other.

At early times, when there is no interference because of adequate laterals separation,

radial 
ow occurs in the vertical plane that is normal to the lateral axis. The length of the

period of the early time radial 
ow is governed by the stando�from the vertical boundaries

and the vertical separation of the laterals. In the intermediate time, liner and pseudoradial


ows may occur when each lateral act independently. These 
ow regimes are depending on

the length of the laterals and the horizontal separation. The linear 
ow in long laterals takes

place in the horizontal plane before the pseudoradial 
ow. Larger phasing is required to

establish linear 
ow in case the laterals of the well are within the same horizontal plane.

When there is lateral interference, pseudo-radial 
ow (Figure 2.13) happens to hydrauli-

cally fractured wells after a long production time, becausethe fractures react as extended

wellbores and the pattern seems radial (Lee et al. 2003). Thehigh horizontal separation

allows the occurrence of pseudoradial 
ow during intermediate-time, in late time 
ow regime

converts from lateral independent pseudoradial 
ow to latetime pseudoradial 
ow with a

larger 
ow radius (Ozkan 2005).

2.2 Shale Reservoir Models

Shale hydrocarbon production is essential for the world's hydrocarbon supply, and in-

depth understanding of these reservoirs is required especially their fracture network ). For

example, microseismic measurement (MS) and other methods are used to help visualize the

fracture network (Du et al. 2009). Unfortunately, the location of the proppant and the dis-

tribution of the conductivity in the network cannot be measured by MS. Hence, reservoir

modeling is needed to characterize 
uid 
ow and the properties of the complex fracture net-
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work (Figure 2.14). Additionally, a proper understanding of the features of the tight matrix

and the hydraulic fractures leads to a better estimation of the well performance and recog-

nition of the recovery factors (Cipolla et al. 2010). The matrix (the rock) in shale reservoirs

has a very low permeability (nano-Darcy), which cannot accomplish commercial production

rates. Multi-stage hydraulic fractures stimulation is performed to boost production by cre-

ating a network of conductive paths around the well bore. This area can be identi�ed as

Stimulated Reservoir Volume (SRM) (Moghadam et al. 2010a).There are some challenges

in modeling shale reservoirs. Some of these include understanding the geometry and the

areal extent, conductivity, storativity, and spacing of the hydraulic fracture network. They

generate issues in mitigating the interaction between the fracture and the matrix during

di�erent 
ows (Wu et al. 2009).

2.2.1 Dual-Porosity and Dual-Permeability Models

It was acceptable that two parameters were adequately describing the single-phase 
ow in

a producing formation, and they are absolute permeability and e�ective porosity. However,

it has been discovered there were more parameters needed to be included. Therefore, the

dual-porosity systems were introduced to have a better understanding of the 
ow. The �rst

kind of porosity is the primary (Matrix Porosity), which is t he intergranular porosity that was

formed during deposition and lithi�cation. It is highly int erconnected and can be correlated

with permeability. Secondary porosity, on the other hand, is the result of fracturing either

natural or hydraulic (Warren and Root 1963). The large bulk of the porosity is the matrix,

and it has low permeability. But fractures are very small within the matrix and are very

permeable (Ramirez et al. 2007).

The single porosity model when the reservoir is discretizedby explicitly presenting the

fractures as grid cells in single planar planes, in x- or the y- direction, or a network of

planar planes. But the dual-porosity models represented bytwo systems: matrix system

and fracture system (natural or hydraulic) and can be used tomodel shale reservoirs (Li

et al. 2011; Warren and Root 1963) as shown in (Figure 2.15). Dual-porosity models improve
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the assessment of production performance and recovery since it delivers an understanding

of fractures geometry, areal extent, conductivity, storativity, and spacing. Reservoir storage

is the hydrocarbon available in the matrix system, and the fracture system represents the

high-permeability path for 
uid 
ow.

It was assumed that hydraulic fractures form as bi-wing fractures as illustrated in Fig-

ure 2.16(a), but microseismic data revealed that fractureswill create a network as presented

in Figure 2.16(b). Mathematically, dual-porosity models have been used to capture the frac-

ture network Figure 2.16(c). The physical properties and dimensionless values are character-

ized by the storativity ratio ! and the interporosity 
ow coe�cient � for the dual porosity

models. The storativity ratio ! is the fraction of the hydrocarbons stored in the �ssures

compared to the total hydrocarbon Equation (2.22). The interporosity 
ow coe�cient � is

the ratio of permeability of the matrix and the �ssures equation (2.23). Furthermore, it �nds

the time when the matrix develops signi�cant contribution to the �ssures. From Equation

2.23, if the the matrix permeability is low or the �ssure spacing is large, the lambda is going

to be small which means the matrix is going to take longer to supply the �ssures (Moghadam

et al. 2010b).

! =
(�c t )f

(�c t )f + ( �c t )m
(2.22)

� = 4n(n + 2)
l2

d2

km

kf
(2.23)

There are di�erent idealization methods have been materialized to model the 
uid 
ow in

dual porosity system , and the common three are represented by the dimensionality of 
ow n

. The �rst one is the slab modeln = 1 , which is built by parallel fractures of equal aperture

and spacing (Figure 2.17(a)). Second, matchsticks modeln = 2, which is made of two sets of

plane fractures,(Figure 2.17(b)). Finally, the cubic modeln = 3, the most complex modeling

technique, because it is consisted of three sets of plane fractures (Figure 2.17(c)) (Li et al.

2006).
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In the dual porosity modeling system, however, certain assumptions were applied; The


uids only 
ow from the matrix into the fracture neglecting t he 
ow from the fracture to

the matrix and abandon the connections of the blocks. However, in dual porosity/ dual

permeability modeling that is not the case. There is an interaction between both mediums

and they are linked to the matrix shape factor, the 
uid mobility, and the di�erence in

the fracture and the matrix potentials (Figure 2.18). Therefore, suitable integration of the

capillary pressure, gravity, and viscous forces is required (Chen et al. 2006).

Figure 2.11: Spherical 
ow in a partially penetrated well (Harr 2002).

(a) Early-time radial 
ow for multi-lateral wells. (b) Intermediate-time linear 
ow for multi-lateral
wells.

(c) Intermediate-time pseudoradial 
ow for multi-lateral
wells.

(d) Late-time pseudoradial 
ow for multi-lateral wells.

Figure 2.12: Flow regimes in multi-lateral well at di�erent times of production (Ozkan 2005).
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Figure 2.13: Pseudo-radial 
ow (Chaudhry 2004).

Figure 2.14: Complex fracture network in shale reservoirs (Warpinski et al. 2009).

Figure 2.15: Dual-porosity idealization of naturally fractured reservoirs (Warren and Root
1963).
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(a) Horizontal well with multi-
stage bi-wing fracture.

(b) Fracture network created by
multi-stage fracturing.

(c) Mathematical dual porosity
fracture idealization.

Figure 2.16: Hydraulic fracture shape assumption (Moghadam et al. 2010b).

(a) Slab modeling. (b) Matchsticks modeling. (c) Cubic Modeling.

Figure 2.17: Di�erent idealization methods using the factorn modi�ed from (Li et al. 2006)
.

Figure 2.18: Dual porosity/ permeability model showing the interaction between the frac-
tures and matrix and the interaction between the matrix blocks (Carlson 2006).
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2.2.2 Discrete Fractures Network (DFN) Model

In Dual porosity and dual permeability reservoir models, there is an association between

permeability and porosity in the matrix and fracture network. Since shale reservoirs are

naturally fractured and extremely heterogeneous, they addcomplexity for modeling the

fracture geometry and distribution. Furthermore, the fracture systems are mainly distinctly

separated sets with dominant orientation. The Discrete Fracture Network (DFN) modeling

re
ects a system of individual fractures that create a network (Hoeink et al. 2016). It

models the geometry and hydraulic properties of discrete fractures, and it has the ability to

simulate the 
ow of 
uids through the fracture network (Shuttle et al. 2000) . As shown in

(Figure 2.19), it provides thorough features of multiple fractures systems (Dreier et al. 2004).

In addition, it has less computational processes than the Logarithmically Spaced/ Locally

Re�ned (LS/LR) model (Jiang and Younis 2016). Discrete Fractures Network models are

described on the basis of a mixture of deterministic fractures and conditioned fractures.

The deterministic fractures are the known ones of their existence in the system. On the

other hand, conditioned fractures are the fractures with some information known such as

location, while the other information is populated statically (Shuttle et al. 2000). The

fracture geometrical attributes associated with DFN modeling are a surface area, dip angle,

and dip azimuth. Permeability and aperture are other important attributes that can be

either calculated or assigned. Therefore, the appropriatesimulation must be based proper

understanding of the Discrete fracture network and post hydraulic fractures (Du et al. 2009).

2.2.3 Multi-Interaction Continua (MINC) Model

Multiple Intercreative continua (MINC) is an upgrade of the double porosity model, which

matrix block is separated into nested volumes. It is suitable for systems where the fractures

are in the form of network. The model utilizes the integral �nite di�erence technique to

describe the transient 
uid 
ow and heat. (Nanba 1991). One ofthe upgrades in MINC

is the generation of computational grids (Wu and Pruess 1988). Moreover, the 
ow of
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the 
uids is taking place through interchange from the matrix to the fractures and 
ow

within the fractures into the well bore (Farah et al. 2015). Inter-porosity 
ow is the major

distinction between the MINC and dual-porosity model, whichis the matrix-fracture 
uid

exchange in a fully transient way. MINC involves two aspects in modeling, which are the

global movement of the 
uid and heat in the reservoir that is controlled by the fracture

system, and 
uid and heat 
ow between the rock matrices (Pruess 1985). MINC method

is translated by partitioning of the matrix blocks of nestedvolume elements(Figure 2.20).

Where the �rst continuum, layer, is representing the fracture while the other continuum is

the matrix media(Figure 2.21). Regardless of regularity, the division of the matrix media

into nested volumes is based on the distance from the fracture network (Farah et al. 2015).

2.3 Coupled Geomechanics in Flow Modeling

2.3.1 Stress-Dependent Permeability

Production rates from oil or gas are directly proportional to permeability values. Ac-

quiring permeability from organic-rich shales is challenging procedure, because of the ultra-

low matrix permeability, layering, and the occurrence of induced and/ or natural fractures.

Permeability is a�ected by the presence of fractures, whichare typically perpendicular to

the minimum stress. Moreover, the decrease in reservoir pressure occurs by 
uid produc-

tion would create an increase in the e�ective stress caused by rock compaction. And since

reservoir rock properties are stress-dependent, production reduction would occur due to per-

meability reduction (Raghavan and Chin 2002).

Stress state at the time of fracture creation, changes with time regarding orientation

and magnitude of the in-situ stresses (Mokhtari et al. 2013). Faulting and fracturing during

tectonics introduce a level of heterogeneity in the rock properties, and they create anisotropy

in the reservoir. Moreover, due to the directional variations in fracture aperture and spacing,

fractures are direction-dependent (anisotropic) (Bai et al. 1997).
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Figure 2.19: DFN model with multiple fracture systems (Dreieret al. 2004).

Figure 2.20: The MINC Concept Schematic: the nested continuumwhere the �rst continuum
is the fracture volume while the rest are the matrix rock(CMG2017).

Figure 2.21: MINC Concept Schematic: Regular Fracture Network(Left), Arbitrary Frac-
tures Distribution (Right) (Farah et al. 2015).
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The approach of stress-dependent permeability went through di�erent stages. First, it

was assumed steady state 
ow and lacking any turbulent 
ow. And it was also assumed the


uid 
ow is just within the fractures, which are equally-spaced parallel plates as assumed in

Equation 2.24. Then, the uniaxial load was introduced to thesystem with the assumption

that fractures are less sti� than the porous matrix Equation2.25. In the case of the small

fracture space, the equation can be written in the form of Equation 2.26. Accounting for the

deformation in both the matrix and the fracture, the permeability change can be calculated

using Equation 2.27 (Bai et al. 1997).

k =
b3

12s
(2.24)

� k =
1

12s
(b+ s� ")3 (2.25)

� k =
1

12s
(b+ ( s + b)� " )3 (2.26)

� k =
1

12s
[b+

E(s + b)� "
sK n + E

]3 (2.27)

The stress-dependent permeability change equations account for either the matrix or the

fractures but not in both. So, the equations would calculatethe change in permeability for

the matrix, but not for the natural fractures in them. Rock deformation and 
uid 
ow di-

rectly a�ect permeability. To combine matrix permeability change and fracture permeability

change, three conditions must be accommodated simultaneously:

1. The e�ective area of the 
ow is accounted for by the fracture and the matrix.

2. Elastic strains are separately calculated and superposed by the summation of the re-

spective permeabilities.

3. Loads or stresses acting on either fracture or matrix are uniforms since it is required

by the equilibrium consideration.

Since the 
ow conduit in the porous matrix and fractures are associated with porosity,

the e�ective permeability can be stated as in Equation 2.28 (Bai et al. 1997), where the
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total porosity n is � total = � 1 + � 2. Permeability change for the fracture and the matrix can

be expressed in Equations 2.29 and 2.31. And the elastic strains � " for both equations are

presented in Equation 2.30 and Equation 2.32 (Bai et al. 1997).

� k =
n1

n
� k1 +

n2

n
� k2 (2.28)

� k1 = k0f 1 �
1
2

[
9(1 � v2)

2
(� � "1)2]1=3g2 (2.29)

� "1 =
� �
E

(2.30)

� k2 =
1

12s
(b+ ( s + b)� "2)3 (2.31)

� "2 =
� �

K n (s + b)
(2.32)

2.3.2 Mechanics of Hydraulic Fracture

Hydraulic fracturing is essential in shale production making production economically

feasible. Therefore, understanding of hydraulic fracturing mechanisms is imperative, because

there are multiple factors a�ecting the success of these operations and ultimately production.

An ideal situation, there are three characteristics that impact the success of the operation

of hydraulic fractures, which are the length of the fracturex f , the height of the fracturehf

, and the width of the fracture wf (Figure 2.22). These characteristics are a�ected by the

geomechanical characteristics of the formation, for example, in-situ stresses and associated

strains, pore pressure, static and dynamic Poisson's Ratio, static and dynamic Young's

Modulus, rock failure, and fractures orientation (Economides and Martin 2007).

2.3.3 Rock Mechanics Characteristics

2.3.3.1 Stress and Strain

The stored energy that is a force applied perpendicularly toa sectional area is called

pressure or stress, and it is calculated by Equation 2.33. Solids lack the ability to deform in

the same fashion as the other state of matter, which leads to creating two planes of stress one
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Figure

Figure 2.22: Idealized elliptical fracture showing length,height, and width.

across the maximum stress and the other perpendicular to theminimum stress. The strain

is the measurement shown in (Figure 2.23) of the rock deformation Equation (2.34). Thus,

when a force is applied to an object along the x-direction theoriginal height changes by@x

and the new height isx � @x. The strain is a dimensionless measurement that happens in

the same direction as the force (Economides and Martin 2007).

� =
F
A

(2.33)

" x =
@x
x

(2.34)

2.3.3.2 Poisson's Ratio

Poisson's ratio is the measurement of how much the material deforms perpendicularly

to the force applied, which is parallel to the plane of the stress induced by the strain. It is

also described as the ratio between the compressive and tensile strains presented in Equation

2.36. Compressive strain is positive; tensile strain is negative due to the direction of forces

applied to Equation 2.35. Although it is not as important in de�ning the fracture dimensions,

Poisson's ratio aids in determining the stress gradient of the formation. It is, by de�nition,
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Figure 2.23: Stress applied and the resulted strain.

always less than 0.5 since the objects that undergo force do not change in size and typically

the values for rocks are between 0.1-0.4 (Economides and Martin 2007).

" y =
� @y

y
(2.35)

� = �
" y

" x
(2.36)

2.3.3.3 Young's Modulus

Young's modulus can be identi�ed as modulus of elasticity. It is the ratio of stress over

strain, and it has the same units as stress since strain is dimensionless. This ratio means

how much material will elastically deform under a load (force). In fracturing when 
uids are

injected and induce pressure, it is the measurement of the amount of elastic rock deformation

and the energy needed. Brittle and hard materials have high Young's modulus, and ductile

elastic materials have low Young's modulus.

Young's modulus easily calculated using elastic deformation. For highly stress dependent

non-linear and plastic deformation, the tangential slope of the stress-strain plot can be

utilized at every point to capture the stress dependence forthe material. Elastic deformation

is the deformation that occurs when there is pressure or stress applied to a material, and it
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goes back to its original size and shape. When the pressure exceeds the material elasticity,

and the deformation becomes permanent and plastic.

There are several ways to obtain Young's modulus. If the classical stress-strain data

is utilized for calculating Young's modulus, then it is called static Young's modulus. It is

used in hydraulic fracturing applications since the rock isdeforming similar to the reservoir

conditions in static measurements. Dynamic Young's modulus, on the other hand, is when

the rock is deformed in small magnitudes through vibration by the passage of a wave. The

wave is continuously stretching and compressing the rock. Therefore, the dynamic modulus

is measured using a special sonic logging tool in the �eld to read the compressional and

shear wave velocities that are created. There is typically signi�cant di�erence between static

and dynamic measurements, and that is due to the frequency di�erences and the strain

amplitude di�erences between the static and dynamic measurement techniques (Tutuncu

et al. 1998a,b). Moreover, because of non-linear behavior of the rocks, the process of the

residual (plastic) deformation in each time the rock deforms will result in the loading and

unloading response to be di�erent, i.e. hysteresis will be observed resulting changes in the

calculated static as well as dynamic moduli.

2.3.3.4 Additional Geomechanical Characteristics

The geomechanical characteristics that play a major role inunderstanding hydraulic frac-

turing and the reservoir.Tensile and compressive strength, shear modulus, and bulk modulus

of the rock are among these properties. The tensile strengthof material is the amount of

tensile stress needed to fracture the reservoir, and it is important for hydraulic fracturing to

know how much stress is needed to break the rock in tensile mode. Compressive strength

is a measurement of how much compressive load is required before the rock fails. Another

geomechanical characteristics property is shear modulus G, which is the amount of energy

needed to deform a material elastically in shear. It is similar to Young's modulus, but the

material is exposed to shear force (stress)� and calculated using Equation 2.37. Like any

other force, there is a strain caused by shear that is called shear strain 
 as described in
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Equation 2.38. Therefore, the shear modulus is the shear stress divided by shear strain in

Equation 2.39 (Economides and Martin 2007).

� =
Fin shear

A
(2.37)


 =
x
h

= tan � (2.38)

G =
�



=
F
A

h
x

(2.39)

Figure 2.24: Shear strain (Tutuncu 2015).

A special case of compressive stress is when stress applied on an object equally from

all directions (con�ning stress in the hydrostatic stress laboratory measurements), and they

result in an elastic constant called Bulk modulus K Equation(2.40) and Equation (2.41).

K = �
(p2 � p1)

(V2 � V1)=V1
=

V1(p2 � p1)
(V2 � V1)

(2.40)

K = � V
dp
dV

(2.41)

For an elastic material, if two of the elastic coe�cients constants are known, the other

properties can be calculated.
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E = 3K (1 � 2� ) (2.42)

K =
E

(3 � 6� )
(2.43)

G =
E

(2 + 2� )
(2.44)

� =
3K � E

6K
(2.45)

2.3.3.5 Hooke's Law

Although the stresses that applied on reservoir rock are complex in the three-dimensional

regime, it has been simpli�ed to three mutually perpendicular stress components in the x, y,

and z-direction. Since stresses are three dimensional, so are the strains. Thus, Hooke's Law

is the relationship between the stresses and strains in the mutually perpendicular directions

as described in Equation 2.46 (Economides and Martin 2007).

" x =
1
E

[� x � � (� y � � z)] (2.46)

2.3.3.6 Failure Criteria and Yielding

In brittle materials like hard rocks, plastic deformation is much smaller. Therefore,

for practical reasons, the materials would deform elastically and fail. The yield stress ap-

proximately equals to the ultimate stress. In triaxial loading that is experienced in rock

deformation, the principal mutual perpendicular stresses(� x ; � y; � z) are causing shear stress

on the planes between the directions x, y, and z . And creating additional six principal shear

stresses (� xy ; � xz ; � yx ; � yz; � zx ; � zy) as shown in Figure 2.25. Hence, the three-dimensional state

of stress at any point is described by the stress matrix presented in Equation 2.47 (Econo-

mides and Martin 2007).

[� ] =

2

4
� x � xy � xz

� yx � y � yz

� zx � zy � z

3

5 (2.47)
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Figure 2.25: The stress tensor components (Tutuncu 2015).

The three principal stresses can be de�ned as (� 1; � 2; � 3) where� 1 > � 2 > � 3. It was

assigned for any tension to be negative and compression to bepositive. There are several

methods developed to identify the failure of the materials under triaxial loading. Tresca

(maximum shear stress) and Von Mises (maximum-energy of distribution) failure criteria are

typically used for the ductile materials. On the other hand,maximum-energy distribution is

assumed in Mohr-Coulomb failure criterion, which is it is more suitable to use in describing

the failure behavior in brittle materials.

Mohr-Coulomb failure criterion is relying on two factors which are � 1and � 3 , which are

obtained empirically. � 1 is the maximum e�ective stress (vertical e�ective stress) while � 3 is

the minimum horizontal stress. For brittle materials, e.g.rocks, � 1 is much greater than� 3.

To determine the failure criterion for brittle materials using Mohr-Coulomb failure criterion,

two Mohr's circles are needed to be plotted based on� 3 and � 1values in di�erent con�ning

pressures. Then, failure lines are added tangentially to the circles. Finally, at third Mohr's

circle is added based on the di�erence between� 1and� 3 at another con�ning pressure. If

the circle is small enough and does not touch the failure lines, then the material will not

fail; But if the circle was large enough to touch the failure lines, then the material will fail

(Figure 2.26). Reducing the pore pressure will alter the stress state of the reservoir and that

would shift the circles to the right away from failure envelope which makes the rock harder
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to fail (Meissner 1978).

Figure 2.26: Mohr- Coulomb failure criterion for brittle material (Katsuki et al. 2014).

Figure 2.27: Pore pressure e�ect on fracture failure (Meissner 1978).
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2.3.4 In-Site Stress and Fracture Orientation

The stresses within the reservoir formations are compressive. These in-situ stresses are

a result of di�erent factors. For example, the overburden stress that is is exerted on the

formation by all the layers above it. Other factors for in-situ stresses are tectonics, volcanism

and plastic 
ow from connected formations.

2.3.4.1 Overburden Stress

The overburden stress is the sum of all the pressures createdby the di�erent rock layers

superimposing any point in the subsurface as calculated by Equation 2.48 and it is also called

vertical stress� v . If there are no external e�ects and the rocks are behaving elastically, the

vertical stress at a given depth is represented by Equation 2.49 (Economides and Martin

2007).

� v =
HX

0

� nghn (2.48)

� v = gobH (2.49)

2.3.4.2 Horizontal Stress

As aforementioned, the complex three-dimensional stress regimes were simpli�ed to three

stresses that mutually perpendicular to the planes in the three directions. These stresses can

be expressed as� v ,� h;min ,� h;max . In the case of elastic deformation with no outside in
uences

in a homogeneous and isotropic formation,� h;min equals� h;max ; And "h;min = "h;max , because

each unit of rock is pushing against each other equally and nodeformation on the horizontal

plane. The horizontal stresses can be in
uenced greatly by Poisson's ratio, and it can be

shown in Equation 2.50 (Economides and Martin 2007).

� h = � v
�

1 � �
(2.50)
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2.3.4.3 Pore Pressure and Fracture Gradient E�ects

The pore pressure has an e�ect on the vertical stress or in-situ stresses in general. It

can be translated by Biot's coe�cient� (poroelastic constant), which is the measurement

the e�ectiveness of the 
uid transmission of pore pressure to the rock grains. It depends on

di�erent variables including the uniformity and spherically of the rock grains. From Equation

2.51 and Equation 2.52, the vertical and horizontal stresses are reduced by the pore pressure

e�ect and the value is known as the e�ective stress.

� v = gobH � �p r (2.51)

� h = ( � v � �p r )
�

1 � �
+ �p r (2.52)

If the two horizontal stresses are equal and the formation isuniform, the magnitude of

the horizontal stresses in the formation is called fracturegradient as described in equation

(2.53). It is used to determine the stress needed to fracturethe formation (Economides and

Martin 2007).

gf = (
1
H

)(
� (� v � 2�p r )

1 � �
+ �p r + � T ) (2.53)

2.3.4.4 Fracture Orientation

Fractures have the tendency to go along the least resistant path (Tutuncu 2015). In the

three-dimensional system, therefore, the fractures propagate to the direction that requires

the least force to break the rock, which is parallel to the greatest principal stress (� h;max )

and perpendicular to the least principal stress(� h;min ) as shown in Figure 2.28.

2.3.4.5 Fracture Propagation

There is a certain amount of energy needed for fracture growth in the reservoir. The

stress needed to assure propagation is called Linear Elastic Fracture Mechanics (LEFM).

The presumption of the LEFM is Young's modulus is constant andthen the brittle fracture.
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Figure 2.28: Fracture propagation along the least resistance path (Yew and Weng 2015).

Moreover, it is implicit meaning no energy is absorbed by non-linear or non-elastic e�ects. In

other words, all the energy stored in the material is converted to fracture the material, and

no energy is lost into plastically deforming the rock and associated hysteresis (Economides

and Martin 2007).

Gri�th in 1921 Figure 2.29 introduced the analytical approached to the mechanics of the

fracture propagation through Equation 2.54.U is the elastic energy to produce elastic stress

on the material. a is the characteristics fracture length,� is normal e�ective stress applied,

and E is Young's modulus. Equation 2.54 de�nes the amount of additional energy�U that

is required to grow the fracture from lengtha to a + �a .�U=�a can be replaced by 2D ; D

is referred to as the elastic energy release rate or the crackdriving force shown in Equation

2.55. The equation assumes that there is no energy lost at thefracture tip (Economides and

Martin 2007).

�U
�a

=
2�� 2a

E
(2.54)

D =
�� 2a

E
(2.55)
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There are three modes for linear elastic fracture mechanics.

� Mode 1 is the opening mode.

� Mode 2 is the sliding mode.

� Mode 3 is the tearing mode.

Nevertheless, the mode that is concerned in the hydraulic fracture operation is Mode 1

which is the opening mode Figure 2.30.

Figure 2.29: The Gri�th crack (Martin 2000).

Figure 2.30: Failure modes for elastic fracture mechanics (Suppachoknirun 2016).

42



2.3.5 Fracture Geometry Models

There are many models that have been developed to conceptualize fractures. They help

in understanding the fracturing process and predict the 
owperformance. These models

represent the fractures mathematically in a simpli�ed way.The geometry molding is divided

into 2-D and 3-D models.

The main 2-D modeling methods are radial, KGD (Khristianovic-Geertsma-de Klerk),

and PKN (Perkins-Kern-Nordgren) models. Multiple radial models have been developed,

and the common feature is assuming the height of the fractureis related to the fracture

length wherehf = 2x f = 2r f Figure 2.31(a). In PKN Figure 2.31(b) model the height of the

fracture is constant with no formation boundary slippage. The fracture width is proportional

to its height. Also, the fracture has an elliptical shape in the vertical and horizontal axes

(Valko and Economides 1995). KGD Figure 2.31(c) model assumes the height is �xed and

the width is proportional to the fracture length. Moreover,the width is constant against

the height and slippage at the formation boundaries. The fractures take rectangular shapes,

and the widths decrease to zero at the tip of the fractures.

Another advancement was developed in fracture geometry modeling from the 2-D models.

There were two categories established, Pseudo 3-D model andfully 3-D model. These models

can predict the fracture geometry and height using the certain reservoir input data (Weng

1992).

The fully 3D model is mathematically rigorous and complex Figure 2.32, and it makes the

model di�cult to run. It is a sophisticated model with the abi lity to solve 3D deformation

fracture coupled with the 2D 
uid 
ow. Although fully 3D model produces more accurate

results, solving a fully 3D nonplanar fracture creates complicated and intensive computation

(Weng et al. 2011). Therefore, various models were developed to mitigate the computational

issues.

Pseudo 3D models (P3D) are an alternative methodology to model fractures. They vary

in complexity, and the simplest form uses the local net pressure, stress pro�le, and rock
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toughness to determine fracture height (Weng 1992). P3D canbe called planar 3D, and they

are also known of their e�ective and unre�ned computationalprocedure. P3D is divided

into two types cell-based and lumped base. The two types are di�erent in their calculation

approaches. In the lumped type, the fracture geometry is calculated by separating the

fracture into two sections (top and bottom) Figure 2.33(a). The cell-based model, however,

PKN-like cells are used Figure 2.33(b). It calculates multiple cells with di�erent heights

along the fracture direction. It is worth mentioning that in P3D models, it is assumed that

the reservoir elastic properties are homogeneous, and theyare averaged in the layers where

the fracture height reaches (Adachi et al. 2007).

Planar 3D modeling approaches fracture geometry modeling di�erently. They are built

assuming that the fracture footprint and the coupled 
uid 
ow equation are either presented

in 2D mesh cells (moving triangular mesh) Figure 2.34(a), or �xed rectangular mesh that is

directed vertically Figure 2.34 (Adachi et al. 2007).

(a) Radial geometry model. (b) PKN fracture model. (c) KGD fracture geometry
model.

Figure 2.31: 2-D fracture geometry models.
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Figure 2.32: Fully 3D model prediction compared to pseudo 3D mode (Weng 1992).

(a) P3D lumped method showing the top and bot-
tom ellipses (Adachi et al. 2007).

(b) Cell based model and multiple cells calculated
along the fracture direction (Adachi et al. 2007).

Figure 2.33: P3D geometric models (Adachi et al. 2007).

(a) Planar 3D model using moving mesh
(Adachi et al. 2007).

(b) Planar 3D model using �xed rectangular
mesh (Adachi et al. 2007).

Figure 2.34: Planar 3D fracture geometry models.
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2.3.6 Field Stress Alteration and Causes

Stress magnitudes and orientations are reformed during hydraulic fracture propagation

and during production or injection (poroelastic e�ect). As the hydraulic fractures spread

through the matrix rock, alteration to the stress orientation occur around the well. On the

other hand, the stress reorientation magnitude in poroelastic phenomena depends on the

pressure gradient that is governed by the injection/ production rates and pore pressure. The

poroelastic e�ect can be neglected since production and injection of 
uids are insigni�cant

unless large volumes of 
uids were produced or injected thenporoelastic e�ects will control

the stress reorientation (Roussel and Sharma 2010).

The direction of the maximum horizontal stress in the area ofthe fracture is rotated 90o

from the original in-situ stress direction. And it extends further beyond the stress-reversal

region. On the right-hand side of Figure 2.35, it can be observed that the orientation beyond

the stress-reversal is pointing toward the fracture, and the poroelasticity a�ects the orienta-

tion of the maximum horizontal stress in orthoradial fashion (Singh et al. 2008)Figure 2.35.

Figure 2.35: Comparison of stress reorientation because of (a) hydraulic fracture (b) poroe-
lastic e�ects (Roussel and Sharma 2010).
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2.3.7 Stress Shadow

Stress alteration a�ects the hydraulic fracture process, and when the stages are close

enough stress shadow e�ect is evident in the fractured wells(Yew and Weng 2015). Stress

shadow is resulting from the introduction of the hydraulic fracture when the compressive

stress, perpendicular to the face of the fracture, is applied. It increases the minimum shear

stress and alters the in-situ stresses by the net fracturingpressure. It will create an orthogonal

growth (Figure 2.36). Moreover, it can be seen in Figure 2.36 that the stress alteration

reduces away from the fracture face (Fisher et al. 2004).

The stress shadow will in
uence the subsequent hydraulic fracture growth. The sub-

sequent fracture needs greater pressure to propagate and would have smaller width since

it would experience a larger closure stress than the original in-situ stress (Yew and Weng

2015). Moreover, the open hydraulic fractures will halt thee�ect of stress shadow, and it

could decrease the length and aperture of the original hydraulic fracture (Nagel et al. 2013).

2.3.8 Fracture Complexity and Interaction of the Hydraulic and Natural Frac-
tures

One of the misconceptions about hydraulic fractures is the simplicity during propagation.

However, evidence from cores, logs, and microseismic show di�erent results and show com-

plexity. There are four di�erent fracture complexities: a simple fracture, complex fracture,

complex fracture with �ssures opening, and complex fracture network (Warpinski et al. 2009)

Figure 2.37.

One of the consequences of hydraulic fractures propagationis the induction of complex-

ity to the reservoirs. Reservoirs with pre-existing natural fractures or mechanically weak

planes relative to the rock matrix are more susceptible to the complexity. Another cause of

complexity is the interaction between the hydraulic fractures and the natural fractures cause


uid losses into the natural fracture, enlargement of natural fractures produced by shear or

tension, or branching or altering the hydraulic fracture.
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In Figure 2.38, an illustration of the di�erent reasons that cause complexity in hydraulic

fracture propagation. In case the natural fracture has strong mechanical bonding or/and

subjected to high normal stress, the hydraulic fracture will directly cross the natural frac-

ture.The tensile stress at the tip of the hydraulic fractureis already transmitted across the

fracture and resulting tensile rock failure. If 
uid pressure exceeds the closure stress applied

on the natural fracture, then it will open natural fracture in tension and become nonplanar

fracture network.

When the natural fracture face is weaker, the rock matrix and the interface fails to shear

and slips, and the tensile stress at the tip of the hydraulic fracture is not transmitted to

the other side of the fracture. The hydraulic fracture is going to be halted by the natural

fracture(Weng 2015).

In case the 
uid pressure exceeds the closure stress, the natural fracture will open in

tension and becomes part of the hydraulic fracture. Another case could occur in hydraulic

fracturing when the pressure exceeds the natural fracture closure, and it opens in tension

and extends along the natural fracture until the opening reaches another natural fracture

and opens it in tension as well. This is called intersecting natural fractures (Weng 2015).

The fracture propagation could have another way of branching (turning). The hydraulic

fracture follows a natural fracture and reaches the end of a weak path for the 
uid to open,

the fracture either turns itself to align with the preferred fracture direction or creates a

T-shaped branch (Weng 2015).

The natural fractures don't always separate in tension. The
uid pressure could be less

than closure stress, but it will fail in shear and cause induced interfacial slip that causes an

increase in the fracture size and enhances production (Weng2015).
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Figure 2.36: Top and side view of the stress shadow e�ect resulted from hydraulic fracture
creation (Fisher et al. 2004)..

Figure 2.37: Fracture complexity levels (Warpinski et al. 2009).
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Figure 2.38: Di�erent scenarios of hydraulic fracture interacting with natural fracture and
its complexity (Weng 2015)..
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CHAPTER 3

METHODOLOGY

3.1 Simulation Model Grid Creation, Well Placement, and Reservoir Initial
Properties

In this modeling study, to complete the simulation analysisof the well pad in Eagle Ford

oil window, CMG-GEM, compositional model, has been used. The grid blocks creation have

been created in multiple steps to �nalize the simulation system. First, the grid was initiated

by employing the unstructured DFN model that was created by (Suppachoknirun 2016).

Then, it was converted to structured grid system with incorporating upscaling of the rock

properties. Finally, the major grid block system features were adopted and introduced into

a CMG-GEM Model.

Figure 3.1: Unstructured 3-D complex DFN model created from thethree input data (Sup-
pachoknirun 2016).
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The DFN model is a complex fracture network that realistically, if it was built correctly,

describes the location of the fractures in naturally fractured reservoirs. Yet, it is a subjective

model based on the modeler interpretation of the data received, so the model could be

misleading and describe the fracture propagation in an incorrect way. (Suppachoknirun 2016)

has used three input data to create the model reservoir properties and earth model of the well

pad area, well completion and stimulation strategies, and natural fracture characterization.

Then, it was validated by matching microseismic fracture data which was provided by the

sponsor of UNGI CIMMM consortium. As a result of the e�ort, the unstructured grid

complex 3-D DFN model was created Figure 3.1.

To encapsulate the realistic complex DFN into CMG-GEM, few additional measures

were performed. Due to the �ne gridding that has been used in the DFN model, upscaling

of the properties such as porosity and permeability was performed to reduce the number

of grids. Moreover, conversion of the unstructured grids tostructured grids was carried

out, because the CMG is only accepting structured gridding systems. The unstructured

gridding model includes �ne grid cells with di�erent shapes. However, the result of this

process led to another �ne grid model (Figure 3.2) that still has a heavy computational load

for this research study purpose. Therefore, the main features of the system were introduced

manually to a Cartesian grid system with boundary dimensions matching the original DFN

model (Figure 3.3). In pursuance of having a better understanding of the 
uid movement,

grid reorientation was made by using the two dimensions matrix rotation equations (3.1) and

(3.2). Although some points Figure 3.4 , e.g. perforations, onthe model are symmetrical,

the grid orientation a�ects the movement of the 
uids and their advancement(Fanchi 2006).

The fractures features of the model follow an angle of 15o. Therefore, the matrix rotation

equation has been used to assign the new locations of the reservoir features. As a result, the

new model has 15o orientation, and it is represented in Figure 3.5.x0 is the new x-coordinate

, y0 is the new y-coordinate and� is the angle of the rotation.

x0 = x cos(� ) � y sin(� ) (3.1)
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y0 = x sin(� ) + y cos(� ) (3.2)

Figure 3.2: The exported structured grid model of the well padto CMG.

Figure 3.3: The main DFN features was introduced into Cartesian grid system.
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Figure 3.4: Grid orientation e�ect on the 
uid movement (Fanchi 2006).

Figure 3.5: The model after grid rotation using the matrix rotation equation for two dimen-
sions.
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In this research, a section from the well pad area was considered, because of the heavy

computational burden. Therefore, three hydraulic fracture stages from two wells were mod-

eled. The wells are about 950 ft long and 1200 ft apart Figure 3.6. Although the wells

are an actually cased hole, it was considered as open-hole completions due to the num-

ber of perforations and large grid cells. The actual well completion is shown in Table 3.1.

The initial reservoir properties have been obtained from the dataset that was provided by

UNGI-CIMMM or the published literature(Table 3.2).

The model has been divided into three sections regarding thefracture permeability Fig-

ure 3.7:

� Non-stimulated region: it is representing the boundary of the reservoir, and it has low

natural fracture permeability. The low natural fractures permeability is because the

e�ect of the induction of hydraulic fractures did not reach that region. It surrounds

the stimulated region; it is further away from the wells. Thevalue of the e�ective

permeability of the natural fractures in the region is takenas 0.0001 mD

� Stimulated region: It is the extension of the hydraulic fracture complex network, and

it covers most of the simulated reservoir. The natural fracture e�ective permeability

in this region is input as 0.0659 mD.

� The hydraulic fracture region: It is the highest permeability region in the well pad. The

location of these hydraulic fractures is an interpretationof Suppachoknirun discrete

fracture network model. Although it represents a small portion of the simulated model,

it has the highest e�ective permeability of 5 mD.
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Figure 3.6: Well placement in the simulation model representing three stages.

Table 3.1: Simulated wells actual well design

a Well-1

Stage Number Operation Depth, ft MD

Stage 9

Plug 13146
Perf 13106
Perf 13040
Perf 12975
Perf 12910
Perf 12845

Stage10

Plug 12805
Perf 12765
Perf 12699
Perf 12634
Perf 12569
Perf 12504

Stage11

Plug 12464
Perf 12424
Perf 12358
Perf 12293
Perf 12228
Perf 12163

b Well-2

Stage Number Operation Depth, ft MD

Stage 9

Plug 13279
Perf 13239
Perf 13174
Perf 13110
Perf 13046
Perf 12982

Stage10

Plug 12942
Perf 12902
Perf 12838
Perf 12774
Perf 12710
Perf 12646

Stage11

Plug 12606
Perf 12566
Perf 12502
Perf 12438
Perf 12373
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Table 3.2: Initial reservoir properties input data

Property Value
Production Grid Type Structured

Model Type Dual-Porosity
Model Dimensions 60� 42� 3

Grid Size 40� 40� 50 ft
Reservoir Top 10,500 ft TVD
Grid Rotation 15 Degrees

Initial Reservoir Pressure 5,500 psi
Initial Reservoir Temperature 250 deg.F

Porosity of the Matrix 0.085-0.1
Porosity of the Fracture 0.0002

Matrix Permeability i-Direction 0.0001-0.0003 mD
Matrix Permeability j-Direction 0.0001-0.0003 mD
Matrix Permeability k-Direction 1E-05 mD
Natural Fracture Permeability 1E-05-0.0659 mD

Natural Fracture Spacing 0-100 ft

3.2 Geomechanics Model

CMG has a speci�c approach to couple 
uid 
ow and geomechanicsmodels. It uses an

iterative coupling, which is solving the two systems separately and sequentially. This method

provides a good balance between adaptability, accuracy, and running speed. However, the

other coupling methods, e.g. (full coupling, explicit coupling, and pseudo coupling) excel at

only one feature from the ones that mentioned before. These two systems are presented in a

space system (grids). And they are presented in di�erent gridsystems to achieve coupling.

There are two di�erent gridding systems single-grid systemand dual-grid system. The

single-grid system is when the 
uid-
ow and the geomechanics use the same grid size, while

the dual-grid system is when the geomechanics grids are larger than the 
uid 
ow. Never-

theless, the grid system that has been used is the single gridsystem.

The coupling method uses some basic equations such as the 
uid-
ow equation incorpo-

rating conservation of mass and energy, and the solid deformation. There are main variables
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describing the basic equations for the geomecanical model such as reservoir porosity given

in Equation 3.3 and absolute permeability.

� �
(k+1) = � �

n + C0
n (p(k) � pn ) + C1

n (T(k) � Tn ) (3.3)

where

C0
n = ( c0 + c2a1)n

C1
n = ( c1 + c2a1)n

c0 =
1

V 0
b

[
dVp

dp
+ Vb�c b

d� m

dp
+ Vb� p

dT
dp

]

c1 = �
Vp

V 0
b

� p

c2 = �
Vb

V 0
b

�c b

a1 = � f
2
9

E
(1 � � )

(cb � cr )g

a2 = � f
2
9

E
(1 � � )

� pg

p(k) is the pressure atkth Newton's iteration.pn pressure at the previous time step.T(k) is

the temperature at the kth Newton's iteration. Tn is the temperature at the previous time

step.� �
n the porosity at the previous time step.� �

k is the porosity at kth Newton's iteration.�

is the factor that depends on the prescribed boundary conditions. � m is the mean total

stress. � p volumetric thermal expansion coe�cient.

There are two equations for the absolute permeability. Directly related to geomechanics,

which is permeability is a direct function of volumetric strain and e�ective stress 3.4. But

indirectly related to geomechanics, the permeability is a function of reservoir porosity 3.5.

CMG generates the absolute permeability and passes it to the
uid-
ow simulator Figure 3.8

(Tran et al. 2009).

ln(k=k0) = Cn1" v (3.4)
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k = k0 � exp[kmul � (
� � � � 0

1 � � 0
)] (3.5)

kmul is a multiplier and � 0 is the initial porosity.

The geomechanical characteristics have been obtained using UNGI experimental data

(Mokhtari 2015). The stress-dependent characteristics such as Young's modulus and Pois-

son's ratio for lower Eagle Ford are shown in Figure 3.9 and Figure 3.10. It can be observed

that the Poisson's ratio is increasing with the increase of the Young's modules in the frac-

tured sample, and the is due to the sliding of one side of the crack against the other.

This phenomena a�ects the input parameters and it will in
uence the geomechanical results.

Moreover, cohesion and friction angle were determined using experimental failure data, using

Mohr-Coulomb failure criterion.

A complete input data set is displayed in Table 3.3. The initial e�ective stresses are 6,000

psi in the vertical axis, and it was assumed it is an isotropicsystem with both horizontal

stresses are 4,000 psi.

Figure 3.7: Fracture permeability sections.

59



Figure 3.8: Flowchart for the iterative time-based coupling in CMG(Tran et al. 2009).
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Figure 3.9: Stress-dependent Young's modulus for the matrix and fractures (Mokhtari 2015).

Figure 3.10: Stress-dependent Poisson's ratio for the matrix and fractures (Mokhtari 2015).
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Figure 3.11: Mohr circle showing cohesion stress and friction angle (Mokhtari 2015).

Table 3.3: Stress-dependent geomechanical characteristics input data

Stress, psi Young's Modulus, psi Poisson's Ratio Cohesion, psi Friction angle, degrees
2,000 0.857E6 0.18125 4000 31
3,000 0.980E6 0.18125 4000 31
4,000 1.0357E6 0.18125 4000 31
5,000 1.054E6 0.20000 4000 31
7,000 1.250E6 0.25000 4000 31

a Matrix

Stress, psi Young's Modulus, psi Poisson's Ratio Cohesion, psi Friction angle, degrees
2,000 0.7143E6 0.05625 4000 31
3,000 0.679E6 0.06875 4000 31
4,000 0.714E6 0.1125 4000 31
5,000 0.643E6 0.13125 4000 31
7,000 1.179E6 0.21875 4000 31
13,000 1.964E6 0.2625 4000 31

b Fractures
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3.3 Fluid Flow

The governing equation of 
uid 
ow in porous media \reservoir rock" is Darcy 
ow

equation as mentioned before in Chapter 2. However, it does not explain some of the 
ow

regimes in parts of the reservoir, which led to introduce non-Darcy 
ow. Moreover, there are

several factors that a�ect the 
ow behavior of the reservoir
uids such as the components

and compositions of the 
uid and the initial conditions of the reservoir.

3.3.1 Non-Darcy Flow

Although the non-Darcy 
ow regime is more apparent in gas reservoirs, it exists in oil

reservoirs, especially at the hydraulic fracture region. There is a strong relation between


uid 
ow and inertial and viscous e�ect. And with Reynolds number that describes if the


ow is laminar or turbulent (Wang and Economides 2009).

To account for the high 
ow rate for especially steady-stategas, Forchheimer E�ect was

introduced. It translated the non-viscous 
ow turbulent (inertial) 
ow by adding non-Darcy

pressure drop term equation 3.6, and it also can be describedwith k permeability equation

(3.7). Where� is the Forchheimer inertial resistance coe�cient,� is the gas density,� is the

velocity (McPhee et al. 2015).

dP
dL

=
dP

dLDarcy
+

dP
dLnon � darcy

(3.6)

dP
dLnon � darcy

=
��
k

+ ��� 2 (3.7)

CMG-GEM has a speci�c method of modeling the non-Darcy e�ecton the 
uid 
ow in

fractures. First, the simulator is identifying the fracture conductivity Equation 3.8. More-

over, kfef f needs to be lowered by the ratio of the overall model's fracture area to the actual

fracture area. However, this method doesn't correct to Forchhiemer number. Thus, the

permeability needs to be corrected toK corr Equation 3.9(Rubin 2010).kf is the permeabil-

ity of the fracture, A f is the area of the fractureK corr is non-Darcy permeability correction

factor, kfef f e�ective fracture permeability, and N 1G is the exponent of permeability in� f
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correlation.

f racture conductivity = kf � A f (3.8)

K corr = ( kf =kfef f )2� N 1G (3.9)

where

kfef f =
kf wf

wgrid
(3.10)

3.3.2 Equation of State and Fluid Composition

This model relies on the cubical equation of state of Peng-Robinson equation (3.11). It

has two empirical constants (aT ; b) to calculate the reservoir 
uid physical properties and

vapor-liquid equilibria.

[p +
aT

VM (VM + b) + b(VM � b)
](VM � b) = RT (3.11)

where

b= 0:07780
RTc

pc
(3.12)

ac = :45724
R2T2

c

pc
(3.13)

aT = ac� (3.14)

� 1=2 = 1 + m(1 � T1=2
r ) (3.15)

m = 0:37464 + 1:5422! � :26992! 2 (3.16)

The parameters of the above equations areaT is the temperature-dependent coe�cient,

while ac is the temperature-dependent coe�cient at a critical point. � is the non-dimensional

temperature-dependent term, and it has a value of 1.0 at the critical temperature. Vm is the

molar volume, and it has a unit of (lb-mole),R is the universal gas constant (psia ft3/lb mole

oR), Tr is the reduced temperature (oR), and ! is the acentric factor (McCain 1990).
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The well pad is located in the oil window of the Eagle Ford. Therefore, black oil properties

were utilized for the multiphase 
uid composition. Althoughthe components were missing

from UNGI data set, synthetic Eagle Ford oil properties were used (Xiong et al. 2015). From

the synthetic data, the two-phase envelope has been calculated and modeled, and it shows

a critical pressure of 2,750 psia Figure 3.12.

Table 3.4: Eagle Ford tight oil synthetic composition and component properties (Xiong et al.
2015)

Component Molar Fraction pc(psi) Tc (oR) c(ft 3/lb mole) Acentric Factor Molar Weight

C1 0.31231 673.1 343.3 1.5658 0.0130 16.04

N2 0.00073 492.3 227.2 1.4256 0.0400 28.01

C2 0.04314 708.4 549.8 2.3556 0.0986 30.07

C3 0.0414 617.4 665.8 3.2294 0.1524 44.1

CO2 0.01282 1071.3 547.6 1.5126 0.2250 44.01

IC 4 0.0135 529.1 734.6 4.2127 0.1848 58.12

NC 4 0.03382 550.7 745.4 4.1072 0.2010 58.12

IC 5 0.01805 483.5 828.7 4.9015 0.2223 72.15

NC 5 0.02141 489.5 S45.6 5.0232 0.2539 72.15

NC 6 0.04632 439.7 914.2 5.9782 0.3007 86.18

C7+ 0.16297 402.8 1065.5 7.4093 0.3739 114.4

C11+ 0.12004 307.7 1223.6 10.682 0.5260 166.6

C15+ 0.10044 241.4 1368.4 14.739 0.6979 230.1

C20+ 0.07306 151.1 1614.2 26.745 1.0456 409.2

3.3.3 Initial Conditions

Although the initial oil, gas, water saturation were not included in the UNGI-CIMMM

dataset, published literature from was used (Eker et al. 2017; Uzun et al. 2017). For this

research, it was assumed water is the wetting phase for the matrix. From Table A.1, Ta-

ble A.2, Table A.3, and Table A.4, relative permeability valueswere utilized in the model, and

the values generated these relative permeability curves Figure A.2, Figure A.1, Figure A.2,

Figure A.3, Figure A.4, Figure A.5, Figure A.6, Figure A.7, and Figure A.8.
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3.4 Other Modeling Cases

Other cases were modeled to observe the e�ectiveness of the DFN in dual-porosity model

of the original case. The other cases are:

1. The original case with a barrier between the two wells. In this case a barrier with low

permeability was introduced to observe if there is any interference between the two

wells. It also considers if there the original case overestimating the stimulated region

Figure 3.13.

2. Planar hydraulic fractures model with no barrier. In thiscase a the wells are completed

with only three planar hydraulic fractures. The half lengthof those fractures vary

between 300, 450, and 500 ft. They have been distributed evenly along the wells

Figure 3.14.

3. Planar hydraulic fractures with a barrier. The hydraulicfractures are planar the same

as the case two. However, there is low permeability barrier between the two wells

to observe well interference and account for the reduction of the stimulated region

Figure 3.15.

Figure 3.12: Two-phase envelope created by the synthetic composition data and it shows a
critical pressure of 1522.88 psia.
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Figure 3.13: DFN model with low permeability barrier.

Figure 3.14: Planar hydraulic fractures with no barriers between the wells.
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Figure 3.15: Planar hydraulic fractures with low permeability barriers between the wells.
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CHAPTER 4

TECHNICAL RESULTS AND DISCUSSION

4.1 Production Performance

The �eld production data is available for four-year period.However, production forecast

or decline curves was needed to control the simulator for future simulation dates. Oil rate is

the base of the decline curves because it is the most accuratedata available.

To generate the decline curves for well-1 and well-2, the �eld oil rates were plotted on

a Cartesian coordinate system. Then, a trend-line was introduced to �t the data. Vari-

ous trend-lines types were undertaken such as linear, logarithmic, polynomial, power, and

exponential. The anomalies were removed from the dataset, and the y-intercept was also

adjusted to �nd the best �t for late production time. Followi ng the industry standers Hy-

perbolic trend line (decline) was used using Equation 4.1.qt is the 
ow rate at time t. qi is

the initial 
ow rate. t is time. D i is the initial decline rate. b is the Arp's decline-curve

exponent (Ahmed 2010).

qt =
qi

(1 + b Di t)1=b
(4.1)

From Equation 4.1, production forecast was calculated for ten years ending in 9/1/2022

as listed in Table 4.1. It is evident that the well-1 production is better than well-2 and the

production at the end of the simulation almost reaching zero.

The simulation was run for ten years showing the total production for both wells for

only the three hydraulic fractures stages. In well-1, the cumulative oil and gas production of

the DFN model for the case with no low permeability barrier andlow permeability barrier

are shown in Figure 4.3 and Figure 4.5. The cumulative oil production is about 39 Mbbls.

Moreover, it can be seen that the �eld oil production is following the same the simulated

cumulative production, although the data available until November of 2016. On the other

hand, the cumulative gas production is around 3.8 MMcf. The cumulative gas production
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is directly proportional to oil production because the gas produced is the associated gas

only and no free gas produced. It can be observed the cumulative �eld gas production

is not matching the simulated production. It is almost double the simulation results.It is

6 MMcf more, although the available data is not for the ten-year period. This high gas

production could be the result of various reasons, such as the components compositions,

di�erent reservoir pressure, or the inconsistency of the allocated data.

Figure 4.1: Well-1 production forecast using hyperbolic trendline
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Figure 4.2: Well-2 production forecast using hyperbolic trendline.

Table 4.1: Production forecast to Sep 2022 calculated from the trend-line

Year Month Simulation days Well-1 (bbls/day) Well-2 (bbls/day)

2017
June 1734 1.87075962 1.55896635

December 1917 1.297377037 1.081147531

2018
June 2099 0.901535879 0.751279899

December 2282 0.625217658 0.521014715

2019
June 2464 0.434458245 0.362048538

December 2647 0.30129801 0.251081675

2020
June 2830 0.208951014 0.174125845

December 3013 0.144908113 0.120756761

2021
June 3195 0.100695372 0.08391281

December 3378 0.069832523 0.058193769
2022 September 3652 0.040370521 0.033642101
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In well-2, the cumulative oil production for the DFN model in both cases, no low perme-

ability barrier and low permeability barrier, is around 26 Mbbls Figure 4.4 andFigure 4.6 ,

which is less than well-1 by more than 10 Mbbls. Similar to well-1, the �eld oil cumulative

production is matching the �rst four years of production. The cumulative gas production of

well-2 is around 2.6 MMcf, and it is less than well-1 by 1.2 MMcf. Moreover, the �eld gas

cumulative production is higher than the simulated one, which is approximately 4.53 MMcf.

Similarly, the reasons for this high production are the sameas of well-1.

In the cases of planar hydraulic fractures, the results are di�erent. The three hydraulic

fracture stages cumulative oil production from well-1 during ten years for the cases with no

low permeability barrier and with low permeability barrier are around 37 Mbbls Figure 4.7

and Figure 4.9. The simulator was not able to satisfy the rate control that was set up. The

absence of the fracture network created less conductive reservoir. Therefore, the model was

not capable to meet the rates of the constrains especially athigher rates. On the other hand,

the three hydraulic fractures stages' cumulative gas production of well- 1 in both cases are

around 37 MMcf.

In well-2, the cumulative oil production for the planar hydraulic fractures cases did not

satisfy the rate control as well. The three stages cumulative oil production is less than

the �eld data and they are less than well-1. The cumulative oil production for the three

stages with and without low permeability barrier is 23 Mbbls. Moreover, the cumulative gas

production for both cases are 24 MMcf and they are shown in Figure 4.8 and Figure 4.10.
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Figure 4.3: Well-1 oil and gas cumulative production with no low permeability barrier- DFN
model (three hydraulic fracture stages simulated).

Figure 4.4: Well-2 oil and gas cumulative production with no low permeability barrier- DFN
model (three hydraulic fracture stages simulated).
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Figure 4.5: Well-1 oil and gas cumulative production with lowpermeability barrier- DFN
model (three hydraulic fracture stages simulated).

Figure 4.6: Well-2 oil and gas cumulative production with lowpermeability barrier (three
hydraulic fracture stages simulated).
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Figure 4.7: Well-1 oil and gas cumulative production with no low permeability barrier- planar
hydraulic fracture (three hydraulic fracture stages simulated).

Figure 4.8: Well-2 oil and gas cumulative production with no low permeability barrier- planar
hydraulic fracture (three hydraulic fracture stages simulated).
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Figure 4.9: Well-1 oil and gas cumulative production with lowpermeability barrier- planar
hydraulic fracture (three hydraulic fracture stages simulated).

Figure 4.10: Well-2 oil and gas cumulative production with nolow permeability barrier-
planar hydraulic fracture (three hydraulic fracture stages simulated).
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The bottom hole pressures tell a story about the well interference. Well-1 drainage area

is larger than well-2, and that can be observed from Figure 4.11 and Figure 4.12.

In well-1, the bottom hole pressures are matching in all cases. The pressures for the

DFN model in the case where there is no low permeability barrier is matching the case with

low permeability barrier. And the planar hydraulic fracture case with no low permeability

barrier is matching the case with low permeability barrier.This indicates the well production

did not transmit to the boundaries. That is because the drainage area is large.

However, in well-2 a di�erence in the bottom hole pressures are observed. In the DFN

cases, the bottom hole pressures of the barrier and no barrier cases match until the mid of

2013 when the production of the barrier case is transmitted to the boundary. The bottom

hole pressures of the barrier case were lowered than the no barrier case. Moreover, in the

planar hydraulic fracture model the bottom hole pressures for the barrier and no barrier

cases are matching until the beginning of 2014. This means that the production was not

transmitted as fast as the DFN model because the rates were lower.

From the bottom hole pressure data, it can be identi�ed that the drainage area for

well-1 is larger than well-2 despite well-2 generally has lower production. Moreover, well-1

production throughout the ten-year period never interfered with well-2.

4.2 Geomechanical Results

Coupling the geomechanical properties to the reservoir model add a di�erent dimension

to the reservoir behavior. The stress-dependent properties can explain many �eld physical

events such as compaction, subsidence, and wellbore failure (Tran et al. 2009).
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Figure 4.11: Bottom Hole Pressure for well-1 for DFN and planar HFin no barrier and
barrier cases.

Figure 4.12: Bottom Hole Pressure for well-1 for DFN and planar HFin no barrier and
barrier cases.
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Reservoir properties are interactive with geomechanical properties, because stress, pres-

sure, and 
uid 
ow in the porous medium are impacting each other. In this section, the main

focus is to identify the e�ect of production on the geomechanical properties, for example,

in-situ stresses and the elastic moduli.

The model has been run for ten years to show the changes in the geomechanical properties.

One of these properties is maximum stress, which is the e�ective overburden stress. From

Figure 4.13(a) and Figure 4.13(b) for the no low permeability barrier cases, it can be observed

that the change in the maximum stress is higher around well-1. This is due to the higher

production rate from the well. Moreover, the DFN model has higher values than the planar

hydraulic fracture model and that behavior is caused by the DFN cumulative production

higher values.

The low permeability barrier cases have generally higher values than the no barrier cases

Figure 4.13(c) and Figure 4.13(d). That is a result of the smaller drainage areas for the wells

where 
uids are not moving as freely as the previous cases andcan not recharge the drained

sectors. The upper values of the maximum stress are ranging from 7,185 psi to 7,311psi in

the cases with barriers. However, the upper values of the maximum stress in the no barrier

cases are varying from 7,147 psi to 7,291 psi.

The minimum stress applied is a combination of the e�ective normal stresses in the i and

j-directions Figure 4.14(a), Figure 4.14(b), Figure 4.15(a),and Figure 4.15(b). Hence, the

lowest minimum stresses are around at the boundaries, whilethe highest values are closer

to well-1 . There is another observation similar to the observation in the maximum stress.

The values in the barrier cases are higher than the cases withno barrier. There is 20 psi

di�erence between the no barrier modeling cases and the barrier cases.
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(a) The maximum stress change in DFN model with no barrier.

(b) The maximum stress change in planar HF model with no barrier.

Figure 4.13: The maximum stress change in the di�erent models
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(c) The maximum stress change in DFN model with barrier.

(d) The maximum stress change in planar HF model with barrier.

Figure 4.13: The maximum stress change in the di�erent models.
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(a) The minimum stress change in DFN model with no barrier.

(b) The minimum stress change in planar HF model with no barrier.

Figure 4.14: The minimum stress change in di�erent models.
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(a) The minimum stress change in DFN model with barrier

(b) The minimum stress change in planar HF model with barrier

Figure 4.15: Continued the minimum stress change in di�erentmodels
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The changing in stresses during production creates subsidence in the k-direction Fig-

ure 4.16. Most of the subsidence happens at the top of the reservoir, and it is clearly

observed at the stimulated reservoir section. The values vary between 0.0- 0.104 ft. The

subsidence is more pronounced around well-1, and generallythe DFN model experience more

subsidence than the planar hydraulic fracture model. Additionally, the modeling cases with

low permeability barrier result higher values of subsidence.

Young's modulus and Poisson's ratio are stress-dependent properties. As mentioned

before, the reduction in pore pressure due to production result alteration the stresses in the

reservoir. Therefore, both properties change accordingly. They increase with the production,

and it is shown particularly in the stimulated reservoir. The Young's modulus increase by

2.0 E4 psi and Poisson's ratio increased by around 0.08. This change is unusual behavior

because Young's modulus is inversely proportional to Poisson's ratio. The reason of this

behavior is based on the input relationship between Young'smodulus and Poisson's ratio.

The experimental data, which was used in as input parameter,was e�ected by the sliding of

one side of the crack against the other side which resulted anincrease in both values.

(a) Subsidence in DFN model with no barrier. (b) Subsidence in planar HF model with no barrier.

Figure 4.16: Subsidence in di�erent models.
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(c) Subsidence in DFN model with barrier.. (d) Subsidence in planar HF model with barrier.

Figure 4.16: Subsidence in di�erent models.

(a) Young's modulus change in DFN model with no bar-
rier

(b) PR change in DFN model with no barrier

(c) Young's modulus change in planar HF model with no
barrier

(d) PR change in planar HF model with no barrier

Figure 4.17: Young's modulus and Poisson's ratio relationship in di�erent models.
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(e) Young's change in DFN model with barrier (f) PR change in DFN model with barrier

(g) Young's modulus change in planar HF model with
barrier

(h) PR change in planar HF model with barrier

Figure 4.17: Young's modulus and Poisson's ratio relationship in di�erent models.
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CHAPTER 5

COMPARISONS OF THE RESULTS

This section is about comparing the production of oil and gasand the geomechanical

properties of this research project and the base model. The comparison is between the

four modeling cases with three fracture patterns from the base model. The three hydraulic

patterns are zipper, Texas two-step, and modi�ed zipper. Inthe base model, one well's

production was simulated for twenty year period. Therefore, the comparison is between

well-1 and well-2 from this research and the only well from the base model.

The comparison is at the ten-year mark since this project wasonly simulated for ten

years. The cumulative oil production for well-1 for the three simulated HF stages is 39

Mbbls for both DFN models (barrier and no barrier) and for well-2 is 26 Mbbls. Moreover,

the cumulative oil production from the planar HF models is 37 Mbbls for well-1 and 23

Mbbls for well-2. In the zipper pattern case, the cumulativeoil production is approximately

35 Mbbls, which is less than well-1 and more than well-2 by almost 10 Mbbls Figure 5.1.

In the Texas two-step pattern, the oil cumulative is more than both well-1 and well-2 at

40 Mbbls Figure 5.2. Finally, the modi�ed zipper pattern is even higher than all cases

Figure 5.3.

The cumulative gas production of well-1 is 38 Mcf and well-2 is 26 Mcf for the DFN

model cases. However, the cumulative gas production of well-1 is 37 Mcf and well-2 is 24

Mcf for the planar hydraulic fracture model cases. The cumulative gas production in the

zipper pattern case is almost the same as well-1, but it is more than well-2 compared to

the DFN models. Nevertheless, the cumulative gas production from the other base model

pattern are more than well-1 and well-2 in all this research model cases.

These results are predictable for di�erent reasons. First, the initial input parameters are

di�erent for the two models that are being compared. The second reason is the constraints
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for the simulators are di�erent especially for the production forecast. In this project, the

constraints that were the oil rate, which were di�erent fromthe ones that were used in the

base model. The constraints were set based on the productiondata available. In this research,

four-year production data was available and was used for production forecast. For the base

model, only two years production data was available. Although two years production data

of the same well pad was available, the constraints that werechosen for the research studies

were di�erent. Moreover, for the forecast period, a constant bottom hole pressure of 200 psi

was used, while rates were still the constraints for this project.

Figure 5.1: Zipper pattern 20-year cumulative production (Curnow 2015).
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Figure 5.2: Texas two-step pattern 20-year cumulative production(Curnow 2015).

There are di�erences between the geomechanical propertiesthat have been produced

from the simulation study and the base model. The change in maximum principle stress

in the zipper pattern well Figure 5.4 is focused on the second stage of the hydraulic frac-

ture of the top well. The stimulated region also has a major change, and it is distributed

symmetrically across the region. Moreover, the minimum principal stress is also changed,

and the values are increased and approached the maximum principal stress. For Texas two-

step pattern Figure 5.5, the maximum stress has been altered by the production especially

near the hydraulic fractures. And the minimum principle stress has changed as well, and

it increased approaching the maximum stress even more. In the modi�ed zipper pattern

Figure 5.6, the maximum principle stress increased but not asmuch as the other two cases

and the minimum principle stress increased more evenly throughout the simulated region.
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Figure 5.3: Modi�ed zipper pattern 20-year cumulative production (Curnow 2015).

These changes reduced the anisotropy in the �eld. The valuesare quite di�erent from the

simulated case since the initial are quite di�erent, and thepropagation of the fractures are

not symmetrical.

One of the things that is observed from this research resultsand the base model is the

values of maximum stress is changing higher in than the base model. Moreover, the minimum

stress changes values are not high as the base model changes.

Young's modulus and Poisson's ratio changes in the base cases are not great as the

simulated research case Figure 5.7 and Figure 5.8 and Figure 5.9. Young's modulus di�erence

between the high and low values do not exceed 2,000 psi, and Poisson's ratio changes do not

exceed 0.00006. However, the change values in the simulated case are more than 0.01. And

that is because of the initial stress states. The initial stress state for the base model is 6,000

90



psi for the vertical stress, and 4,000 psi for the minimum andmaximum horizontal stresses.

Figure 5.4: Plot of the minimum (a) and maximum (b) principal stresses for the Zipper
Pattern well (Curnow 2015).

Figure 5.5: Plot of the minimum (a) and maximum (b) principal stresses for the Texas
Two-Step Pattern well (Curnow 2015).
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Figure 5.6: Plot of the minimum (a) and maximum (b) principal stress in the Modi�ed
Zipper Pattern wells (Curnow 2015).

Figure 5.7: Young's Modulus (a) and Poisson's Ratio (b) distribution within the Zipper
Pattern wells (Curnow 2015).
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Figure 5.8: Young's Modulus (a) and Poisson's Ratio (b) distribution within the Texas
Two-Step Pattern well (Curnow 2015).

Figure 5.9: Young's Modulus (a) and Poisson's Ratio (b) distribution for the Modi�ed Zipper
Pattern wells (Curnow 2015).
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CHAPTER 6

CONCLUSION AND RECOMMENDATION

The simulation model was created to assess production of a well pad in the Eagle Ford oil

window. It was a result of combining the DFN model that was created by (Suppachoknirun

2016) and the base model that was initiated by (Curnow 2015) using the CMG simulator.

The major features of the DFN were captured using dual-porosity compositional model base.

The model was then simpli�ed to the need of this topic withoutjeopardizing the quality. The

actual well pad has four wells, but two wells were modeled here focusing on only three frac-

ture stages. The initial properties were utilized from the data provided by UNGI CIMMM

consortium, published literature, and experimental data collected at UNGI Coupled Ge-

omechanics Laboratory. The model was divided into three regions: non-stimulated region,

stimulated region, and the hydraulic fracture region. For the geomechanical model, itera-

tive coupling was used between two di�erent grid systems. Stress-dependent geomechanical

properties were used as input for the model. Four modeling cases were created to study

the e�ect of DFN model on production performance. First model is a DFN model with no

low permeability barrier between the wells. The second model is another DFN model with

low permeability barrier. The third model is modeling planar hydraulic fractures with no

low permeability barrier. Finally , the fourth model is planar hydraulic fractures with low

permeability barrier between the wells.

From the production performance assessment these conclusions can be drawn:

� There is no history matching in this research study, becauseof inconsistency and lack

of data.

� The DFN model in the �rst and second cases showed better performance than the

planar hydraulic fractures and were able to match the rate control constraints
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� The planar hydraulic fractures models in the third and fourth cases were not able to

meet the rate constrains and the cumulative production was less than the DFN models.

� From the bottom hole pressure results, well-1's productions drainage area never reached

the boundary. The existence of the low permeability barrierdid not e�ect the results

of the bottom hole pressure since the values were matching. This is due to the larger

drainage area of well-1.

� Well-2 experienced the e�ect of the low permeability barrier. The bottom hole pres-

sures were not matching after certain period of time. Well-2in the DFN models expe-

rienced the boundary e�ect earlier than the planar hydraulic fracture model, because

the DFN model was draining the surroundings faster. Moreover, well-2 encountered

the boundary e�ect because it has smaller drainage area.

� The gas production is the associated gas, and there is no freegas in the reservoir.

Therefore, the gas production imitates the oil production that was set by the con-

straints.

Furthermore, the conclusions from the mechanical model results are:

� The e�ective stresses in the model have been altered depending on the direction. How-

ever, the main changes happened around well-1 where the reservoir has depleted the

most.

� The maximum e�ective stress is the vertical stress (overburden stress), which is repre-

senting the highest e�ective stress values.

� As a result of the production period, the reservoir experienced subsidence, especially at

the top portion. The high values of the subsidence have been calculated to be ranging

from 0.096-0.104 ft. The higher values of subsidence comes from the cases with low

permeability barrier since the poroelastic e�ect is more present in smaller drainage

areas that was caused by the barrier.
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� Both Young's modulus and Poisson's ratio reduced throughout the production period

speci�cally in the stimulated area, which is not a normal behavior since they are

inversely proportional. This is due to the input parameter that was acquired from the

experimental data.

The conclusions that can be drawn from the comparison of the current modeling results

with the results from the base model are:

� The cumulative production from the base model cases resulted higher amounts and

that is caused by the input parameters.

� The cumulative gas production from the base model cases is signi�cantly higher than

the model used in this research study, because the base modelassumed presence of

free gas in the system.

Recommendations and suggestions for future studies are provided in the following section.

� Based on the production forecast from this research project, re-fracturing is required

to boost the production of the wells in the well pad.

� Additional data from the study area such as bottom hole pressure, 
uid composition,

real permeability curves, and initial saturations are needed to have more accurate

history match and represent the reservoir in a more realistic way.

� In the future studies, the model reservoir boundaries and study area for the well pad

are needed to be extended to include all the wells in the well pad. This extension

will also allow researchers to detect how the wells are interfering with each other and

observe the boundary e�ects.
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APPENDIX

ADDITIONAL TABLES AND FIGURES

Table A.1: Oil-water relative permeability values and capillary pressures used in CMG (ma-
trix) (Eker et al. 2017; Uzun et al. 2017)

Water
Saturation,

Sw

Relative
Permeability

to Water,
K rw

Relative
Permeability
to Oil, krow

Capillary
Pressure ,

Pcow

0.531 0.0000 0.4000 751.7
0.536 0.0007 0.3494 681.2
0.541 0.0017 0.2988 612.5
0.545 0.0029 0.2482 545.6
0.550 0.0042 0.1976 480.6
0.555 0.0056 0.1470 417.5
0.560 0.0071 0.0964 356.2
0.564 0.0086 0.0736 297.0
0.569 0.0100 0.0621 239.6
0.574 0.0120 0.0506 184.3
0.579 0.0140 0.0391 131.1
0.583 0.0160 0.0275 79.9
0.588 0.0170 0.0160 30.8
0.593 0.0190 0.0088 -16.1
0.598 0.0210 0.0073 -60.8
0.603 0.0230 0.0059 -103.3
0.607 0.0250 0.0044 -143.4
0.612 0.0270 0.0030 -181.1
0.617 0.0290 0.0016 -216.4
0.622 0.0320 0.0003 -249.1
0.626 0.0340 0.0003 -279.2
0.631 0.0360 0.0002 -306.5
0.636 0.0380 0.0002 -331.0
0.641 0.0400 0.0001 -352.3
0.645 0.0430 0.0001 -370.3
0.650 0.0450 0.0000 -384.7
0.655 0.0470 0.0000 -395.0
0.660 0.0500 0.0000 -399.9
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Table A.2: Oil-water relative permeability values and capillary pressures used in CMG (frac-
tures) (Eker et al. 2017; Uzun et al. 2017)

Water
Saturation,

Sw

Relative
Permeability

to Water,
K rw

Relative
Permeability
to Oil, krow

Capillary
Pressure ,

Pcow

0.05 0.000 0.600 0.7691
0.10 0.007 0.537 0.5247
0.15 0.021 0.478 0.3481
0.19 0.039 0.423 0.2229
0.24 0.060 0.370 0.1360
0.29 0.083 0.322 0.0773
0.34 0.109 0.276 0.0387
0.39 0.138 0.234 0.0141
0.44 0.168 0.196 -0.0009
0.48 0.201 0.161 -0.0097
0.53 0.235 0.129 -0.0146
0.58 0.272 0.101 -0.0171
0.63 0.309 0.077 -0.0183
0.68 0.349 0.055 -0.0188
0.73 0.390 0.038 -0.0190
0.77 0.432 0.023 -0.0191
0.82 0.476 0.012 -0.0191
0.87 0.521 0.005 -0.0191
0.92 0.568 0.001 -0.0191
0.93 0.584 0.000 -0.0191
0.95 0.600 0.000 -0.0191
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Table A.3: Oil-gas relative permeability values and capillary pressures used in CMG (matrix)
(Eker et al. 2017; Uzun et al. 2017)

Total Liquid
Saturation ,

Sl

Relative
Permeability
to Gas, K rg

Relative
Permeability
to Oil, krog

Capillary
Pressure ,

Pcog

0.73 0.096 0.000 11.00
0.75 0.080 0.002 7.976
0.76 0.065 0.008 5.672
0.78 0.053 0.018 3.956
0.79 0.041 0.033 2.711
0.81 0.032 0.051 1.837
0.82 0.024 0.073 1.246
0.84 0.017 0.100 0.867
0.86 0.012 0.131 0.637
0.87 0.007 0.165 0.510
0.89 0.004 0.204 0.446
0.90 0.002 0.247 0.420
0.92 0.001 0.294 0.412
0.93 0.000 0.345 0.410
0.95 0.000 0.400 0.410
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Table A.4: Oil-gas relative permeability values and capillary pressures used in CMG (frac-
tures) (Eker et al. 2017; Uzun et al. 2017)

Total Liquid
Saturation ,

Sl

Relative
Permeability
to Gas, K rg

Relative
Permeability
to Oil, krog

Capillary
Pressure ,

Pcog

0.080 0.750 0.000 13.460
0.128 0.673 0.002 9.858
0.192 0.577 0.009 6.341
0.208 0.554 0.012 5.650
0.273 0.467 0.027 3.485
0.289 0.447 0.031 3.072
0.353 0.369 0.053 1.810
0.401 0.316 0.074 1.190
0.433 0.283 0.089 0.891
0.481 0.236 0.115 0.572
0.513 0.208 0.135 0.427
0.562 0.168 0.166 0.280
0.594 0.144 0.189 0.218
0.642 0.112 0.226 0.160
0.674 0.092 0.253 0.137
0.690 0.083 0.267 0.129
0.754 0.052 0.326 0.112
0.770 0.045 0.341 0.111
0.834 0.023 0.408 0.107
0.851 0.019 0.425 0.107
0.915 0.006 0.499 0.107
0.931 0.004 0.519 0.107
0.979 0.000 0.579 0.107
0.995 0.000 0.600 0.107
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Figure A.1: Water-oil relative permeability curves (matrix) (Eker et al. 2017; Uzun et al.
2017).

Figure A.2: Water-oil relative permeability curves (fractures) (Eker et al. 2017; Uzun et al.
2017).
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Figure A.3: Gas-oil relative permeability curves (matrix) (Eker et al. 2017; Uzun et al. 2017).

Figure A.4: Gas-oil relative permeability curves (fracture)(Eker et al. 2017; Uzun et al.
2017).
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Figure A.5: Capillary pressure curve for oil-water system (matrix) (Eker et al. 2017; Uzun
et al. 2017).

Figure A.6: Capillary pressure curve for oil-water system (fractures) (Eker et al. 2017; Uzun
et al. 2017).
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Figure A.7: Capillary pressure curve for oil-gas system (matrix) (Eker et al. 2017; Uzun
et al. 2017).

Figure A.8: Capillary pressure curve for oil-gas system (fracture) (Eker et al. 2017; Uzun
et al. 2017).
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