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ABSTRACT

To accurately model the mechanical behavior of a wide range of porous materi

als, a predictive numerical model using the boundary element method is presented. 

Furthermore, this dissertation establishes a new method for predicting the homog

enized orthotropic elastic properties of porous solids (ceramics, sintered materials, 

foams, etc) utilizing a symmetric Galerkin boundary element method (SGBEM) and 

the material fabric tensor. Several tools are used to extract the stiffness tensor of 

porous materials with different microstructural features. We use boundary element 

analysis, material fabric tensor, and homogenization theory to predict the apparent 

and effective elastic properties.

In homogenization theory, a representative volume element (RYE) selected for 

voided solids can often be too large for numerical or experimental determination of 

effective elastic constants. Volume elements which are smaller than the RYE can be 

useful in extracting apparent elastic stiffness tensors which provide bounds on the 

homogenized elastic stiffness tensor. The effects of boundary conditions, volume 

fraction, pore shape, and pore distribution on the elastic properties are the main 

questions answered by this dissertation.

The approach adopted here makes efficient use of SGBEM to compute the volume 

averages of stress and strain needed for the analysis. The boundary integral equations 

needed for calculation of the volume averages of stress and strain are easily evaluated 

from the variables appearing in the boundary element analysis. The methods de

veloped here were successfully applied to samples of lead zirconate titanate (PZT) 

ceramic and excellent agreement with experimental results was obtained. For this 

analysis, PZT ceramic micrographs of different porosity and pores shape were ana

lyzed and the eigenvalues of the fabric tensors calculated. Predictions of the apparent 

elastic constants as a function of solid volume fraction were then made. Furthermore,



the effect of material volume fraction, pore shape, and pore orientation on the fabric 

tensor for some idealized materials is presented. Additionally, the uncertainties in 

these parameters and the resulting uncertainties in the elastic constants were deter

mined.
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CHAPTER 1 

INTRODUCTION

In this first chapter, a brief background and the motivation for the dissertation are 

presented. The main objectives and scope of the dissertation are precisely stated and 

identified. Finally, the organization and the outline, of the dissertation are clarified in 

the last section of this chapter.

1.1 Background and M otivation

Materials which consist of continuous matrices containing multiple pores or cracks 

of different size, shape and orientation are called cellular or porous materials [16]. 

Sponge, wood, cork, and cancellous bone are examples of natural porous solids. 

Some porous materials like ceramics and metallic foams are light weight and have 

good stiffness and excellent strength which made them  a suitable selection for many 

applications in lightweight structures.

The mechanical properties of porous solids are dependent on their microstructural 

geometry [38]. In order to investigate the mechanical properties of a porous solid, 

we assume it to be a linear elastic material and, hence, can be characterized by a 

fourth-rank elastic stiffness tensor which relates the stress to the strain tensor [7]. 

The mechanical behavior of porous solids is very complicated and includes effects due 

to porosity, heterogeneity, anisotropy, micromechanics, load conditions and discon

tinuous behavior. In addition, traditional experimental methods have some difficulty 

estimating some of these properties.

The boundary element method (BEM) provides a significant platform in order 

to solve many physical and engineering problems. Boundary element analysis has 

emerged as a powerful alternative to finite elements particularly when high accuracy 

is required for problems such as certain stress analysis problems or when the domain
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extends to infinity [23]. In BEM the discretization process is simpler, hence the codes 

are easier to use with mesh generators which is more difficult with finite elements.

In order to predict the apparent and effective “homogenized” stiffness tensors we 

have to assume that a statistically uniform homogeneous element, termed a repre

sentative volume element (RVE), can be defined in the porous solid. The RVE is 

defined to be large enough to contain the typical microstructure of the material, but 

it must be sufficiently small so that homogeneous displacements and tractions can be 

applied on its boundary. In numerical homogenization theory, three different scales 

are involved, the macroscopic scale on which the size of the pores is very small, the 

mesoscopic level which is the RVE level, and the microscopic level where the size of 

the volume element is less than RVE, see Figure 1.1. In many situations, an RVE 

can not be realized and we must work with volumes smaller than the RVE. For vol

ume elements which are smaller than the RVE, elastic stiffness tensors can be defined 

which also provide bounds on the homogenized elastic stiffness tensor. Finally, the 

relationship between the homogenized variables must be independent of the position 

or the size of the volume element and all the statistical information about the mate

rial is supposed to be available in one single realization of this volume element, which 

mathematically is called the ergodicity assumption [31].

RVE
V E «R V E

V» *
..a. J- * * o o o* a**» O  *

Point Defect T *; «<=>*

Homogenized structure

Hgppaocent Cijkl E f f e c t i v e  C

Length scale

Figure 1.1: Representative Volume Element (RVE) and volume element less than the 
RVE.
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Boundary element analysis of the volume elements is an excellent technique to 

estimate apparent and effective properties of a porous solid. The numerical analysis 

of a volume element by the BEM is dependent on a good understanding of the rela

tionship between the applied boundary condition and elastic stiffness tensors. This 

dissertation is centered on the numerical analysis of volume elements (RVE), stress/s

train volume (area) averaging and the effect of fabric tensor on material properties. 

Therefore, special attention is paid to the boundary conditions imposed on the volume 

elements as this plays a significant role in the homogenization problem. Special atten

tion will also be paid to the application of Hill’s criterion which expresses the principle 

of virtual work between the microscopic and the macroscopic level of the structure. 

The homogenization approach and the boundary element method formulation will be 

analyzed and discussed in detail in subsequent chapters of this dissertation.

1.2 Scope and O bjectives

The principal aim of this dissertation is to create a predictive numerical model for 

studying mechanical properties for a wide range of porous solids. Specifically, we will 

use a fabric tensor approach to characterize the microstructure, and use a Symmetric 

Galerkin Boundary Element Method (SGBEM) to compute mechanical properties. 

Computational models are used in concert with published experimental findings and 

theoretical formulations to offer effective conclusions to materials scientists and engi

neers. The general objectives undertaken in this dissertation are:

1. Boundary element analysis of volume elements to determine the 2D orthotropic 

elastic properties of a number of porous solids by use of the fabric tensor.

2. Study the effect of porosity and pore shapes on the effective and apparent elastic 

stiffness tensors in a wide range of idealized models.

3. Perform a numerical investigation to study the influence of representative vol-
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ume element size on the effective and apparent elastic properties of solids with 

voids.

4. Compare and study three methods of constructing the fabric tensors, namely, 

Mean Intercept Length (MIL), Star Length Distribution (SLD), and Star Vol

ume Distribution (SVD) and investigate the error propagation in apparent elas

tic constants from each method.

1.3 O utline of th e  D issertation

The Chapters of the dissertation are organized as follows:

In Chapter 2, a critical review and state of art of the effective and apparent 

elastic constants for porous solids are presented. In this regard, it should be noted 

that all prior homogenization models are formulated with the purpose of obtaining the 

effective properties of the materials. The fabric tensor definition and some methods 

of analysis of structural anisotropy such as mean intercept length are covered and 

compared. Additionally, the relationships between the fabric tensor and material 

elastic constants are also reviewed.

Chapter 3 presents a comprehensive formulation of the Boundary Element Method 

(BEM) and the Symmetric Galerkin Boundary Element Method (SGBEM). Green’s 

function and Boundary Integral Equations (BIE) in elasticity are also reviewed. Fi

nally, a BEM approach to the calculation of the stress/strain volume averages is 

presented.

Chapter 4 presents the effect of different types of applied boundary conditions on 

the volume element to prediction of apparent elastic constants. In this study three 

types of boundary conditions are applied: kinematic uniform boundary conditions 

(KUBC), static uniform boundary conditions (SUBC) and mixed uniform boundary 

conditions (MUBC). We next apply the developed methodology to two porous ceramic 

specimens. The effect of RVE size is studied, and the variation of elastic moduli with

4



porosity of the ceramics is predicted and plotted.

The effect of pore shapes and size on the fabric tensor of porous solids are presented 

in Chapter 5. Three idealized models with different aspect ratios are generated and 

numerically studied. In one case, the fabric tensor is kept fixed to study the effect of 

the porosity change on the apparent elastic constants. The details of these numerical 

models, as well as the boundary element analysis and volume average calculations, 

are studied and examined in Chapter 5.

Sensitivity and error analysis of the material fabric tensors are presented and ana

lyzed in Chapter 6. Also, investigations conducted on uncertainty in the fabric tensors 

and the subsequent errors in material anisotropy calculations is presented. Finally, 

the remainder of the dissertation discusses additional suggestions on homogenization 

theory and fabric-elastic constant relationships.
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CHAPTER 2 

ELASTIC CONSTANTS OF POROUS SOLIDS

Any material containing m atrix  solids with multiple pores or cracks is called a 

cellular or porous solids. M any engineering and natural materials, including cork, 

wood, cancellous bone, ceramics, composites and metals sintered from powder com

pacts are essentially porous. These m aterials have a complex microstructure which 

can be described by the shape, size and orientation of the  pores, Figure 2.1. Esti

mation of the effective elastic moduli of such materials, characterized by microscopic 

heterogeneity, pore shapes and size, has been a m atter of considerable interest for 

some time. Representative volume elements (RVEs) from voided solids can often be 

too large for numerical or experim ental determ ination of effective elastic constants. 

Volume elements (VEs) which are smaller than  the RVE can be used in extracting 

apparent elastic stiffness tensors which provide bounds on the homogenized elastic 

stiffness tensor.

*T isW

Figure 2.1: Complex porous solid (cancellous bone) [21],

The simplest characteristic feature of a porous solid is its volume fraction, vs. 

which is the solid volume of the  m atrix  solid m aterial divided by to tal volume,

Vm
V,  =

Vm +  Vv
(2 .1 )
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where Vm is the matrix volume and Vv is the voids volume. The porosity 0  is often 

used, where — 1 — vs. However, the solid volume fraction is not sufficient to predict 

mechanical properties.

2.1 Exam ples o f Porous Solids

From an engineering viewpoint, porous solids can be classified by different crite

ria such as pore size, shape and production methods. As mentioned above, wood, 

cork, sponge and cancellous bone are all examples of natural porous solids. Metallic 

foams, polymers, and porous ceramics are widely used in modern industries, e.g., 

aircraft, automotive, biomechanics applications and many others. Another example 

of a porous material is syntactic foams which are composite materials synthesized 

by filling a metal, polymer, or ceramic matrix with hollow particles. Syntactic foams 

are widely used for marine applications, aerospace, and ground transportation vehicle 

applications [57].

Metallic foams are porous structures consisting of a solid metal containing a large 

volume fraction of gas-filled pores, see Figure 2.2. Metallic foams typically retain 

some physical properties of their base material. They have properties tha t make 

them suitable for a number of materials applications, such as lightweight structures 

and many other engineering application. The defining characteristic of metallic foams 

is a very high porosity, and the strength of foamed metal possesses a power law 

relationship to its density. The study of metallic foams has become attractive to 

researchers interested in materials science and engineering applications. For many 

potential applications, an understanding of the mechanical behavior of these foams 

is necessary.

Ceramics can be prepared by heating and subsequent cooling, and have partly 

crystalline structure [45]. With the growing needs for porous ceramics in many ma

terial applications, a number of scientists have developed new technologies for fabri-
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eating these materials while a ttem pting  to  control their pore characteristics and to 

identify pore-related properties [44]. An example of a porous ceramic is the porous 

lead zirconate titanate (PZT 95/5) ferroelectric ceramic shown in Figure 2.3 also re

peated as Figure 4.1. These m aterials were made by sintering com pacts consisting of 

PZT and pore formers [75].

I »
#  m

%
(Gasar) Aluminum foam 1 2 0  pTT*

Figure 2.2: 2D and 3D Metallic Foams [71].

The mechanical behavior of two particular kinds of PZT ceramics as a function 

of pore shape and porosity is presented later in the dissertation.

; * '

-

Figure 2.3: Micrographs of Porous Lead Zirconate T itanate (PZT) Ceramics [75].

2.2 Homogenization: R V E’s and Volum es Smaller Than RVE

In mechanics of porous m aterials, we seek to  calculate the apparent or effective 

stiffness tensors when the constitution and geometry of the m aterial are known. Ho



mogenization theory has a rich history starting from the early work of Hill [28], 

Kroner [39], Hashin [24] and Hashin and Shtrikman [25], and many others. Recently, 

a critical review and an excellent state of the art of the homogenization approach 

in micromechanics was provided by Pindera, et ah [56]. The representative volume 

element (RYE) technique is widely used in numerical homogenization approaches. An 

RYE is defined to be large enough to statistically contain all microstructural details of 

the material, but it must be sufficiently small so that homogenous displacement and 

traction boundary conditions can be applied [66]. Briefly, an RYE contains sufficient 

statistical and microstructural information to be representative of any similar volume 

taken from any location in the heterogeneous solid. We then assume that elastic prop

erties extracted from the volume averages of stress and strain on the volume element 

can be taken as the overall properties of the homogenized material. RYE size is a 

significant criterion in the accuracy of the determination of the overall elastic stiffness 

tensors and plays an im portant role in homogenization theory. Investigations on the 

size of RYE have been conducted by a number of researchers using numerical simu

lation. For instance, Houdaigui, et al. [11] applied a computational homogenization 

scheme to estimate the size of RYE for linear elastic poly crystalline copper. They 

showed th a t the shape of a RYE is not necessarily a small size cube and the effective 

properties do not exist for all types of polycrystalline aggregates. Furthermore, in 

comparison with standard mechanics, Hollister and Kikuchi [29] preferred using the 

homogenization theory over standard mechanics of materials approach for periodic 

microstructures in composite materials.

2.2.1 C oncept o f H om ogenization

A heterogeneous solid behaves similarly at the macroscopic level and in its con

stituents (microscopic level), but with different, effective, values of the material prop

erties. In microstructural approaches the stress and strain fields in a heterogeneous
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material are split into contributions corresponding to different length scales. It is 

assumed that these length scales are sufficiently different so that fluctuations of the 

stress and strain fields at the microscopic level influence the macroscopic level be

havior at the larger length scale only via their volume averages [50]. Furthermore, 

compositional gradients of the stress and strain fields at the macroscopic level are not 

significant at the smaller length scale, where these fields appear to be locally constant 

and can be described in terms of uniform applied stresses and strains [39]. 

Mathematically, the strain and stress fields are split as

£ij  — {Sij) +  £ij  and (Tij — (&ij) “f" &ij ) (2.2)

where (e^) and (oy,-) are the stress and strain at the macroscopic level (volume aver

ages), whereas slj and a'ij stand for the microscopic fluctuations.

For any RYE, the strain and stress at the microscopic level, and <7̂ , and the 

corresponding macroscopic responses, (£ij) and (cr^), can be written as:

= and ^  =  (2.3)

Where A(x)ik and B(x)ik are second rank tensors.

At the macroscopic level of stress, strain, or composition, homogenization relations 

can be defined as

(£ij) = ÿ  J  £ii dV  (2-4)

= — J  (uiUj + Ujrii)dr

=  dV  (2.5)

= — J  (t,Xj + tjXi)dT,
where the divergence theorem was used to reduce the volume integrations to surface
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integrations, where V  and F are the volume and the surface of the region under 

consideration, iij is the displacement vector, ti = VijTij is the surface traction, and rij 

is the surface normal vector. The second rank tensors, A(x)  and B(x)  are called me

chanical strain and stress concentration tensors (or influence functions), respectively 

[40]. Note th a t Eqs. (2.2), (2.3) and (2.5) imply that volume averages of fluctuations 

vanish for sufficiently large integration volumes,

— J  e'ij dV = — a'ij dV = 0 . (2.6)

Similarly, surface integrals over fluctuations typically vanish. The general statically 

admissible stress fields <7̂  and kinematically admissible strain fields then satisfy

/  (Jij£ij d V =  (jij dV  /  £ij dV. (2.7)
J v  J v  J v

For the special cases of homogeneous stress and strain boundary conditions then 

Eq. (2.7) can be shown to hold by transforming the volume integrals into surface 

integrals, to which the fluctuations a'ij and slj vanish. This is referred to as Hill’s 

lemma [28]. Such conditions imply that the volume averaged strain energy density of 

an heterogeneous material can be obtained from the volume averages of the stresses 

and strains, provided the micro- and macroscopic levels are sufficiently different. Ac

cordingly, homogenization can be interpreted as finding a homogeneous comparison 

material th a t is energetically and mechanically equivalent to a given microstructural 

material. The microscopic levels of real heterogeneous materials are at least to some 

extent random and highly complex. Exact expressions for A(x), B(x), 6^, oy, are 

realistically hard to determine, so approximations have to be made. These approxi

mations are based on the assumption that the heterogeneous material is statistically 

homogeneous. Thus, mesoscopic levels and RVEs selected randomly within the sam

ple are taken to give rise to the same averaged material properties which, in turn, 

correspond to the material’s overall or effective material properties [39]. Note that
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we must still satisfy the ergodicity assumption: all statistical information about the 

material must be contained in the RVE.

As mentioned, the homogenization volume should be selected to be a represen

tative reference volume element (RVE), i.e., a volume element that is statistically 

representative of the material microscopic level. Such a volume element must be suf

ficiently large to allow a meaningful sampling of the microscopic level and sufficiently 

small for the influence of macroscopic gradients to be negligible and for an analy

sis of the microscopic levels to be possible. Hashin and Shtrikman [25] stated this 

symbolically as MACRO>>MESO>>MICRO, where MICRO is the apparent elastic 

constants level, MACRO scale is where the size of the pores is very small, and MESO 

stands for the length scale of the RVEs.

The homogenized strain and stress fields of an elastic heterogeneous solid as ob

tained by Eq. (2.2), {e^) and {(Jij), can be linked by the effective elastic tensors 

and %  as:

{£ ij )  — Si jk lW k l )  a n d  {P'ij) ~  C'ijkl i £kl} •> (2-8)

which may be viewed as the elastic tensors of an appropriate equivalent homogeneous 

material [66]. Using Eq. (2.4) and Eq. (2.5) these effective elastic tensors can be

obtained from the local elastic tensors Cijki and Sijki then from the concentration

tensors A(x) and B(x) as volume averages:

Ct]kl = ^  J v Cm A (* )d V  (2.9)

SyM = ÿ J
In the above, C^kl and S^kl are the effective stiffness and the effective compliance 

tensors for the homogenized composite, respectively. Note that the effective stiffness 

and compliance tensors are not equal to simply the volume averages.
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2.2.2 C oncept of Effective and A pparent Elastic Constants

In this section, the definition of the apparent and effective properties of the solid 

is introduced. As mentioned previously, representative volume elements (RVEs) can 

often be too large for numerical or experimental determination of effective elastic 

constants. Volume elements which are smaller than the RVE can be useful in extract

ing apparent elastic stiffness tensors Cfjkl, which provide bounds on the homogenized 

elastic stiffness tensor [34]. Generally, in engineering modeling and calculations, ma

terials are assumed as homogeneous continua and the macroscopic analysis calculates 

average stress and strain within the equivalent homogeneous structure.

Huet [31] presented some elegant results about the concept of effective and appar

ent elastic constants of a statistically uniform material. In this work, he states that 

when the m aterial volume is statistically uniform, then

(crp) ~  ^ijkl(£kl) (2.10)

where oy, is the stress tensor, is the strain tensor, (•} represents the volume average 

of the quantity between the angled brackets and Cfjkl is the effective elastic stiffness 

tensor. This works on volumes greater than or equal to the RVE. Also, the loading 

conditions are such that homogeneous fields would result if the materials were homo

geneous. Then Cfjkl is independent of the boundary conditions taken on the material 

volume.

If the local relationship is =  CijkiSki, then Eq.(2.10) can be written as

(Cijkl^kl) — Cijkl(£kl) (2-11)

which is a definition of C e. We can also write this as

(Qj&zCw) =  (QjwXEw) +  (2-12)

where represents the fluctuation about the average value. Note here that
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(Cijki) is not equal to Cfjkl which is also evident by Eq. (2.9). Hill [28] showed that 

(Cijki) is an upper bound for Cfjkl. Huet [31] termed this the Hill-Voigt upper bound 

on the stiffness tensor.

Alternatively, we can form an effective compliance tensor,

W ) ,  (2.13)

which is a definition of Sfjkl. We can also write this as

(2.14)

Again, (S^ki) is not equal to S e. Hill [28] showed that (Sijki) is an upper bound for 

Sfjkl. Huet [31] termed this the Hill-Reuss upper bound on the compliance tensor, or 

equivalently the lower bound on the stiffness tensor.

One can also define effective properties from an energetic perspective by computing 

volume averages of stress and strain in a free-energy formulation. The energetic 

definition and the mechanical definition of the effective elastic stiffness tensors are 

the same if the Hill [28] criterion is satisfied,

=  (cqj) (c^), (2.15)

which is another form for Eq. (2.7). Note that the Gauss theorem can be used to 

recast the Hill condition as

y  (^ -  (o^)7y)(%j -  (Cij)zj)dr =  0 (2.16)

where F is the boundary of the volume and U =  cr^nj, rq, nj and Xj are the compo

nents of the traction, displacement, normal and position vectors, respectively.

If certain boundary conditions can be identified which satisfy the Hill criterion, 

then an effective elastic stiffness tensor can be obtained which is identical from the 

mechanical and energetic definitions. This can then be done without any statistical 

assumptions concerning the volume element, which is of critical importance in the case
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of volume elements smaller than the RVE. Recall tha t for the RVE, the relationship 

between stress and strain should be independent of the boundary conditions. If we 

are at a volume size less than the RVE this is no longer generally true.

2.2.3 Boundary C onditions and the Hill Criterion

Sab [61] and Huet [32] showed that a RVE may be defined as a volume that shows 

the same overall material properties irrespective of the boundary conditions applied. 

This definition of an RVE explains the dependence of the mechanical property on 

the size of the RVE considered [26]. Hill [28] demonstrated that the RVE must be 

structurally typical of the porous solid on average and must contain an adequate 

number of voids such that the apparent moduli are independent of the boundary 

conditions. He also showed th a t the necessary and sufficient conditions for equivalence 

between the energetically and mechanically defined properties of elastic materials 

are contained in the Hill condition, Eq.(2.15). Hashin and Shtrikman [25] stated 

that stress and strain fields in the RVE should be statistically homogeneous when 

subjected to homogeneous uniform boundary conditions. The accuracy of the RVE 

approximation depends on how well the assumed boundary conditions reflect each of 

the boundary conditions that the RVE is subjected in-situ.

In numerical modeling, the volume element available for analysis may be less than 

the RVE. The question then arises as to what one can say concerning the elastic 

stiffness or compliance tensors for the homogenized material. This question has been 

investigated in a series of papers [26], [27], [31], [54] where the idea of apparent elastic 

stiffness and compliance tensors was presented. Although, in general, stiffness-tensor 

results on a volume less than the RVE will be dependent on the specific boundary 

conditions taken, the boundary conditions can still be specified such that the Hill crite

rion is satisfied. Typically, these boundary conditions are taken as kinematic uniform 

boundary conditions (KUBC), static uniform boundary conditions (SUBC), or mixed
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uniform boundary conditions (MUBC). Hill [28] originally determined the KUBC and 

SUBC, as these generate uniform strain (KUBC) or uniform stress (SUBC) condi

tions in the volume. The MUBC were developed by Hazanov [27] and [26], who also 

showed th a t for the apparent elastic stiffness and compliance tensors,

C5w < %  <  % , < % < % ,  (2.17)

where C°jkl,C™kl and C^kl are the apparent stiffness tensors obtained from SUBC, 

MUBC, and KUBC, respectively, with similar notation used for the apparent compli

ance tensors. The MUBC were further refined as periodic mixed uniform boundary 

conditions (PMUBC) in [54]. Details concerning the various boundary conditions will 

be given later in the coming chapters.

Therefore, if we are using volumes less than the RVE, we can calculate upper and 

lower bounds on the stiffness or compliance tensor by applying SUBC or KUBC, or 

we can obtain an intermediate estimate using MUBC on the volume element. As 

the volume element becomes larger, these bounds eventually converge to the effective 

stiffness or compliance tensor, see Figure 2.4.

a

\  KUBC

,  _

^  SUBC
y

 ►
VEsize

element size and elastic constant values.

The Hill condition, Eq. (2.15) and Eq. (2.16), is satisfied by three different types

16

Figure 2.4: Volume



of boundary conditions for heterogeneous media. These boundary conditions have 

an important influence on the predicted elastic stiffness tensors by any numerical 

method. In the case of linear elasticity the Hill criterion is satisfied by three different 

types of boundary conditions. The displacements or the tractions are generally chosen 

to be uniform.

1. Kinematic Uniform Boundary Conditions (KUBC): (Dirichlet)

The displacement Ui is imposed at point Xi belonging to the boundary such 

that:

Vzj G T (2.18)

2. Static Uniform Boundary Conditions see Figure 2.5 (SUBC): (Neumann)

U = Vxj E F (2.19)

3. Mixed Uniform Boundary Condition: (Mixed, MUBC)

( t i  — d^jTi j) (uf — =  0 VTj E T (2.20)

In Eqs. (2.18)-(2.20), and denote constant tensors, prescribed a priori

on the volume element. In the case of MUBCs different combinations of a priori 

prescribed boundary values are possible but have to fulfill the above condition. Each 

of these BCs yields different “apparent” stiffness tensors [54] and are the source of 

the strong definition of the elastic effective tensor. These boundary conditions are 

frequently used in classical homogenization theorems. In this dissertation, the three 

types of boundary conditions are applied on cellular solid volume elements. Typical 

SUBCs applied to a volume element are shown in Figure 2.5.
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Figure 2.5: SUBCs Applied on Volume Element:

(u) u
0 0 
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CT 0

2.3 Fabric Tensor (FT)

In material science and its applications, the prediction of the elastic stiffness ten

sor as a function of the porosity or the solid volume fraction can be done utilizing 

the fabric tensor of the material. The fabric tensor is a second-rank tensor used to 

describe the nature of the structural anisotropy and provides information about the 

microstructure of the material [35]. The fabric tensor can therefore be used to char

acterize the microstructure of porous materials such as ceramics, foams, cancellous 

bone, and granular materials. The fabric tensor may be constructed from mean inter

cept lengths [22], volume orientation distribution [53], star-volume distribution [52], 

or the star-length distribution [65]. Whitehouse [74] showed that the fabric tensor is 

the key measurement of the structural anisotropy of cancellous bone. Harrigan, et al. 

[22] showed th a t a fabric tensor can be introduced to characterize the microstructure 

in various porous materials. Cowin [7] assumed that the matrix material of the porous 

elastic solid is isotropic and derived a relationship between the elastic constants of



a porous anisotropic material and the fabric tensor. In addition, he determined the 

anisotropy of the porous elastic solid by the fabric tensor and showed tha t the material 

symmetries of orthotropy, transverse isotropy and isotropy correspond to the cases of 

three, two and one distinct eigenvalues of the fabric tensor, respectively. These eigen

values are used for quantification of structural anisotropy. In conclusion, in many 

cases the anisotropy and the orthotropic elastic properties of the porous elastic solid 

can be determined by the fabric tensor.

2.3.1 M ean Intercept Length (MIL)

The mean intercept length (MIL) is a method that has been used to quantify 

structural anisotropy of porous and cellular materials. MIL is the average distance, 

L, between the interfaces of a microstructure measured along a straight line, see Fig

ure 2.6. Experimental data on cancellous bone samples by Harrigan and Mann [22] 

showed that a polar plot of L at the angle of measurement generates an ellipse in 

any plane cross-section intersecting a bone sample. The polar plot of mean intercept 

length is an ellipse whose principal axes and axes ratio describe microstructure orien

tation and anisotropy, respectively. The MIL was represented in [22] as a second rank 

tensor, H, where it was shown that the mean intercept length, plotted as a radius 

at the angle of measurement, generates an ellipse in any plane. The construction of 

a fabric tensor from MIL requires an assumption that the material can be described 

by an elliptical distribution. Generalization of this fact to three dimensions shows 

that the mean intercept length, plotted as a radius from the origin at the angle of 

measurement, generates the surface of an ellipsoid of general formula

Axl  +  Bxl  +  Cxi  + 2DxiX2 +  2ExiX3 + 2Fx2x  ̂ =  1 (2.21)

where A, B, C ,D ,E  and F are constants. More specifically, if the mean intercept 

length L is plotted as a radius and related to cartesian coordinates by ay =  Lra*, then
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(2 .22 )

where

and n is a unit vector in the  direction of the mean intercept length measurement.

As stated in [74], the m ean intercept length is simply the average distance between 

two solid/void interfaces- in a given direction and the distribution of the MIL forms 

an ellipsoid, and provides a second-rank fabric tensor H. In porous materials, the

anisotropy. Cowin [7] defined a fabric tensor M to be the inverse square root of 

the  mean intercept length tensor H. Hence, the eigenvalues of the fabric tensor are 

the principal m ean intercept lengths. Furthermore, there are three slightly different 

definitions of H encountered in the literature [3], [22], [77]: H, M and G. All are 

related via

Figure 2.6: M ean Intercept Length Measurement in 2D.

fabric tensor H is a second-rank tensor used to describe the nature of the structural

(2.23)
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where vs is the solid volume fraction. Also, M  must be normalized such tha t Tr M  = 3 

in order for certain constants appearing in the fabric tensor-stiffness tensor relation

ship to have physical meaning. Following Eq. (2.23), the eigenvalues m* of the nor

malized fabric tensor M are related to the eigenvalues hi of the fabric tensor H by

3 \ /  h\
y/h~i +  y j h i /l3 +  x / h ^ h s

2.3.2 Star Length D istribution (SLD)

In fabric tensor construction methods, the calculations are based on sums and 

numbers of lineal intercept lines which are usually equally spaced and are rotated from 

a standard alignment configuration into a prescribed sampling direction 6̂ . Consider 

the following basic measurement quantities derived from an array of parallel test lines. 

Let L(0i) be the total length .of test lines. Depending on the surface representation 

of the volume of interest, L( 6 i) may be constant. An intercept is an isolated line 

segment arising from the intersection of a test line with the boundary of the phase 

of interest and lying within this phase [33]. SLD(9)  is defined as the length L  of an 

object (or set of objects) measured along a line £ with direction 6  for a typical point 

within that (set of) object(s) [65],

S 'LD ^) = A(Li(%)), 0 < # < 180° (2.25)

where A() denotes the mean value over uniform random positions of the point within 

the object(s). Using a line grid to define the intersections, see Figure 2.7, it can be 

shown that the expectation of a point being a part of intersection i is proportional 

to the length of that section L ,̂ whereas the to tal number of intersections n is pro

portional to the total length of the intersections, so that Eq. (2.25) can be written 

as

SLD(<y =  U t r / f w  0 < e <  180° (2.26)
2^=i
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where S L D ( 6 i) is star length component, 0 is semicircular orientation, n the number of 

intersections, and L  is the fabric tensor. In this equation, the intercepts are weighted 

by their length.

Odgaard, et al. [53] also defined the SLD fabric tensor as the average length of 

an intercept with random orientation through a random point and stated that it is 

more sensitive to the detection of microstructural orientation than those involving 

MIL method. The algorithm of SLD for the two-dimensional case is illustrated in 

Figure 2.7. This figure shows th a t the SLD method estimates the length from a 

random point and shows a m atrix of pixels (grey) representing the crossing of a 

vertical and a horizontal strut. A series of equally spaced grid lines is laid over the 

structure at an angle 0. The intersection i of a grid line with the matrix material has 

length Li, which is related to the number of (quadratic) pixels in this intersection 

npixi, the pixel size (or picture resolution) dpix, and the angle 0 .

Note that effectively the longest projection of Li on the coordinate axes is mea

sured, and that the length is subsequently calculated by correcting for the angle. 

Obviously, the intersecting line may contain only one pixel in the direction of the 

projection, because otherwise Li would be overestimated for most angles 0. There is 

no formal relationship between the SLD fabric tensor L and MIL fabric tensors, but 

all can be used for prediction of mechanical properties [53].

2.3.3 Star V olum e D istrib u tion  (SVD)

Star volume distribution was originally proposed by Cruz-Orive, et al. [10] and 

is conceptually related to the volume orientation descriptor (VO) introduced by 

Odgaard, et al. [53]. This measure is similar to SLD with the exception that in

tercepts are weighted more heavily. A point grid algorithm for calculating SVD was 

recently presented in [53]. In SVD, a regularly spaced point grid is generated over 

the sampling domain. The subset of points that fall within the phase of interest is
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Figure 2.7: The procedure of the star length distribution (SLD). A grid of test lines 
(black) at an angle 6 is placed on a porous solid specimen. For each pixel of these lines 
th a t lies within the solid volume, the solid length in the direction 6 is determined. 
The solid length in this direction is averaged over all pixels to  get SLD(O)  [65].

retained for scanning. For each member of a set of uniformly distributed orientations, 

a test line is generated at every sampling point and an intersection w ith the phase of 

interest is determined. Averaging the cubed intercept lengths over all of the points 

yields the mean volume as a function of orientation. In this case, the definition of 

SVD becomes

SV D( 0 t ) = F y V h f  (2.27)
zm=i ^ ID j

where SVD(6f ) is star volume component, 6 is semicircular orientation, n the num ber 

of intersections, and S  is the fabric tensor.

Star volume distribution SVD is the variation of the star volume component w ith 

orientation see Figure 2.8. The SVD fabric tensor S is calculated using the orientation 

matrix method (ellipsoid of inertia) with the modification th a t each direction is weight 

by its star volume component.

In general, the star volume distribution m ethod (SVD) provides more detailed 

anisotropy information than  the mean intercept length m ethod [65]. To become
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Figure 2.8: S tar volume distribution: a point grid is laid on the structure. For each 
point w ithin the structure, the intercept length through the point is determined in 
several directions [65].

suitable for prediction of mechanical properties the SVD is often approximated with 

a second order tensor. A uthors in [52] and [53] stated th a t these approximations are 

good predictors of mechanical anisotropy.

MIL, SLD and SVD may all reveal the structural information tha t is necessary 

for a proper m aterial characterization. All these methods are based on binary images 

and share a common drawback. The application of these methods to  porous material 

micrographs requires image segmentation. Image segmentation is very delicate and 

often the  most controversial step of image preprocessing. To circumvent this diffi

culty m ethods based on grayscale images can be used directly to quantify structural 

anisotropy. Several m ethods using different approaches have been proposed [52].

2.3.4 Q u a n t 3D Softw are

QuantSD is a versatile program th a t can be used to analyze m aterial fabrics in 

any 2-D and 3-D d a ta  set. These analyses include quantification of anisotropy in
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trabecular bone and textural analysis of met amorphic rocks [36]. QuantSD quanti

fies three-dimensional fabric tensors using a variety of metrics. As mentioned above, 

fabric tensors are produced based on the star volume distribution (SVD), star length 

distribution (SLD), and mean intercept length (MIL) methods. Principal compo

nent directions and magnitudes are provided for the tensors, providing the degree of 

anisotropy and shape indices of the phase of interest. Three-dimensional rose dia

grams are a unique feature implemented in QuantSD for analyzing non-orthogonal 

directional fabric components.

QuantSD was developed at The University of Texas at Austin where a group 

of specialized software packages for quantitative analysis of High-Resolution X-ray 

Computed Tomography (HRXCT) data sets have been developed. All of the programs 

are written in Interactive Data Language (IDL). The user manual of the QuantSD is 

available on line [30] and examples of log files are attached in the appendix.

2.3.5 The Relationship Betw een Fabric Tensor and E lastic C onstants

Relations between the stiffness and fabric tensors have been established using two 

different approaches [7] and [77]. Cowin [7] derived an elegant relationship between 

the fabric tensor and the elasticity stiffness tensor of a porous material. Cowin as

sumed the stress is an isotropic function of strain and fabric which lead to expressions 

for the orthotropic stiffness of the form

E i  =  77i i +  TYI2 I I  h  T  171,3 H i  +  7714 77^, 7 =  1, 2, 3 (2 .28)

G i j  =  777-5 + T R q I I h  + 7717 ( H i  + H j )  + 777g(Tf̂  + H j )  7, j  =  1, 2, 3, 7 7  ̂j  (2 .29)

where E i  are the orthotropic Young’s moduli, are the orthotropic shear moduli, 

the rrii are 8 unknown functions of the structural density p  and H i  are the eigenvalues

of the fabric tensor, and I I h  is the second invariant of the fabric tensor, IIH =
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H iH 2 +  H iH 3  +  H 2 H 3 . These expressions in Cowin’s approach have large number of 

parameters to be determined. Also the compliance to stiffness tensors invertibility 

and positive definiteness of strain energy are not guaranteed.

An alternative approach was presented by Zysset and Curnier [77] to predict the 

relationship of elastic stiffness with the volume fraction. Based on a scalar and a 

symmetric, traceless second rank fabric tensor, Zysset and Curnier [77] derived the 

relations between the orthotropic elastic stiffness constants and the fabric tensor. This 

was accomplished using a Fourier expansion in spherical harmonics of the orientation 

distribution function of a positive random symmetric microstructural property. In 

addition to linear elasticity, the model can also be applied to the construction of 

anisotropic yield criteria based on a fourth order tensor, such as Bill’s criterion. 

Strict positive definiteness of the corresponding elasticity tensor is guaranteed under 

explicit conditions on the independent constants for arbitrary fabric tensors. Thus, 

the model gives the orthotropic engineering constants as

Et = E 0 vhsz f ,  (2.30)

^ = 1,0 (l) ’

0 ^  =  O M z j

where I, k are constants and E 0, Uq and Go can be interpreted as the Young’s modulus, 

the Poisson ratio, and the shear modulus of the m atrix material (vs =  1) provided 

the fabric tensor is properly normalized. Note in Eqs.(2.30) that the Poisson ratio is 

independent of vs. This is supported by many experimental studies included in [3]. 

Eqs. (2.30) were used in [3] in the context of boundary element analysis to predict 

the effect of solid volume fraction on principal stresses in anisotropic bimaterials.

It is interesting to note that Eqs.(2.30) can not, strictly speaking, be applied in 

the limit as the solid volume fraction approaches 1 (or, equivalently, the porosity 

approaches zero). One critical assumption in the development of Eqs.(2.30) is that
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the fabric tensor remains constant over all values of solid volume fraction. Roughly 

speaking, this means that the structure of the voids, or in the case of bone the 

trabecular architecture, remains constant as the solid volume fraction changes. This 

assumption is, of course, violated when the solid volume fraction approaches 1 because 

the eigenvalues of the fabric tensor must all equal one as there are no voids.
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CHAPTER 3 

BOUNDARY ELEMENT METHOD

In numerical modeling, the Boundary Element Method (BEM) is an attractive 

option to solve many engineering problems. BEM has been classified as a mod

ern numerical technique for solving complex partial differential equations [5]. The 

BEM is based upon transforming the differential equation into an integral equation 

and numerically approximating the solution of this boundary integral equation [4], 

The mathematical foundations of the boundary element method are the theorems of 

Gauss, Stokes and Green which reduce the volume differential equation to a boundary 

integral equation. Recently, BEM has been widely used by researchers leading to the 

development of many commercial and private codes.

The boundary element method has been found to be useful in numerous engineer

ing fields, including elasticity, geomechanics, structural mechanics, electromagnetics, 

acoustics, hydraulics, low-Reynolds number hydrodynamics, biomechanics, off-shore 

structures, and cathodic protection [72]. The BEM offers the advantage of replac

ing a given problem with another one in a spatial dimension reduced by one. In 

three dimensional problems, only the boundary surface is discretized, whereas in two 

dimensional problems, only the domain boundaries are discretized as shown in Fig

ure 3.1.

A wide variety of algorithms have been employed to numerically approximate 

the solution of the boundary integral equation, and this dissertation focuses on one 

particular method, the Symmetric-Galerkin Boundary Element Method (SGBEM) 

and its application to porous materials. The formulation of the SGBÈM for elastic

ity problems will be reviewed and considered in this chapter. Many journal papers 

and texts have been written th a t provide additional details on Symmetric-Galerkin 

Boundary Element Method (SGBEM) for instance Gray et al. [67], Sirtori et al. [46]
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and Aliabadi [1].

NodesBoundary elements

     nii#mnm #    ...   #„„„................................................................:

Figure 3.1: BEM discretization [6].

A dvantages o f the Boundary Elem ent M ethod (BEM )

Here we summarize the main advantages of using the boundary element method.

1. Reduction of problem dimension by 1.

In BEM modeling, there is less data preparation time, and easier to to apply 

changes to the applied mesh. BEM is very useful for problems that require 

meshing such as crack extension problems.

2. High accuracy.

Stresses and strains result from BEM analysis are highly accurate as there are 

no approximations imposed on the solution in interior domain points. Also, this 

method is suitable for modeling problems with rapidly changing stresses.

3. Less computer time and storage.

In comparison with other numerical methods, BEM has a high accuracy level 

using less number of nodes and elements which means less computational time 

and memory storage.

4. Filter out unwanted information.

The solution at internal points of the domain is optional in BEM, so the focus
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can be only on a particular internal region, which filters out all unwanted data 

and reduces computer time and effort.

The early work of Rizzo [59] and Cruse [9] provided the formulation of BEM based 

on an integral statement of elasticity, and this can be cast into a relation involving 

unknowns only over the boundary of the domain under study. This process generates 

an algebraic system of equations to solve for the unknown nodal values that approxi

mate the boundary solution. This system allows variation in element size, shape and 

approximating scheme to suit the application. The main advantage of the BEM is its 

unique ability to provide a complete solution in terms of boundary values only, with 

substantial savings time and efforts. Another advantage is that the resulting BEM 

equations system is generally much smaller than that generated by finite difference 

and finite element methods [4].

3.1 The G reen’s Function (GF)

In the boundary element method, the Green’s function is the fundamental solution 

to the governing differential equation and is critical in order to reduce the partial 

differential equation to a boundary integral equation (BIE) [49]. In many cases, 

Green’s function can be used to construct useful solutions, and it is frequently used 

in numerical methods formulation as a basic ingredient for solving potential and 

elasticity problems [58]. The exact form of the Green’s function depends on the 

differential equation, the shape of the domain under study, and the type of boundary 

conditions applied. Green’s functions are named in honor of English mathematician 

arid physicist George Green (1793-1841).

Lord Kelvin in the 19th century obtained the Green’s function for a three-dimensional 

homogeneous, isotropic, elastic solid. This solution gives the displacement at a point 

q when a point force is acting at another point p. We review Green’s functions for 

both potential and elasticity problems in the following sections.
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3.1.1 The G reen’s Function in Potential Problem s

In potential theory, we are looking to find a solution for Laplace’s equation. The 

fundamental solution or the “free space” Green’s function is simply given in 2D as

G ^p ' ^  =  27T log ( r )  ’ (3-1)

where

=  (3.2)

and P  and Q are called the source point and the field point, respectively, and 8 (P, Q) 

is Dirac delta function, and r  is the distance between points Q and P,

r = \ Q -  P\ = y (xQ -  x P ) 2  +  (yQ -  yP ) 2  +  {zQ -  zP)2.

The corresponding normal derivatives are given by

d N d n  2n
N  ■ n J n - R ) ( N - R )

(3.4)

where R  — Q — P  is the unnormalized tangent vector, see Figure 3.2, N  =  N{P)  is the 

unit outward normal at P , d N  indicates a derivative with respect to the coordinates 

of P , and n = n(Q) is the unit outward normal at Q. The Green’s function in three 

dimensions is

G (R Q )  = ^ - r , (3.5)

and the corresponding normal derivatives are

(3 .7)
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'N  • n _  (n - R ) (N  - R)
(3.8)

Figure 3.2: Field and source points (P,Q) and vector R.

A derivation of Eq.(3.1) and Eq.(3.5) is given in [67], where the Green’s function 

is defined as physically corresponding to the electrostatic potential at the field point 

Q given a point charge at P , see Figure 3.3. Thus, G(P, Q) is also called the “point 

source potential” , and for each fixed P , it satisfies the Laplace equation as a function 

of Q îor Q P . When r -> 0 or P  =  <5, there is a singularity in the 3D Green’s 

function Eq.(3.5) which behaves as r -1 , worse than the lo g (l/r)  for 2D case, Eq.(3.1).

Application of Green’s second identity to Laplace’s equation V 2</> =  0, transforms 

the partial differential equation (PDE) to a boundary integral equation (BIE) as

C(P)<f>(P) =  J  [G(P, Q)q(P) -  H{P, Q)<j>{Q)} dV (3.9)

where F is the boundary of the domain Vt, q — H  = dĜ nQ̂ , and
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C ( P )

r i  P e n
1 /2  P e r ,

( i - & )  ^ r ,
0 P 0 ^ .

F is smooth 
F is not smooth

(3.10)

where a  is the interior angle of the corner at P.

Figure 3.3: 3D Green's function G(P.Q) [67].

After discretizing the BIE and introducing approximations for 0 and q we obtain 

the following BEM m atrix  equation:

[G]{0} =  [H]{q} (3.11)

where H  and G are two N x N m atrices containing the integrals of the BIE kernels, 

approxim ations functions, and Jacobi ans, and q, (j) are vectors of boundary values.

So far, we have calculated the coefficients of the [H] and [G] matrices noting tha t 

some values of vectors (f) and q are known but the problem is not unique until applying 

the boundary conditions. All nodal points must have a prescribed boundary condition 

of either (j) or q. After applying the boundary conditions we can rearrange Eq.(3.11) 

to  obtain the  linear system:
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M W  = W  (3.12)

where x  is a vector of the unknown values of (p and q at the nodes, b is found by 

multiplying the elements of i /  or G by the known values of cp and q on the boundaries, 

hence there are only N  unknowns in this system of equations.

Eq.(3.12) can be solved in a variety of ways, such as Gauss elimination. Upon 

the solution of the linear system, we have the values of <p and q at any point on the 

boundary. Also it is possible to calculate any internal value of 0 or ç at any internal 

point inside the domain f2 via Eq.(3.9).

3.1.2 The Green’s Function in Elasticity Problem s

The three-dimensional isotropic elasticity equations, derived from Newton’s law, 

state that the divergence of the stress tensor is zero. Thus, the equilibrium equations 

in the absence of body forces are

V • CT =  cjÿj =  0, ( i j  = 1, 2, 3). (3.13)

In this case the stress and strain tensors are defined for an isotropic solid as

&ij — 2/2E%j +  \Ekk&iji  (3 .14)
l z x

Ci? -

where <5̂ is the Kronecker delta, /r is the shear modulus, A is the Lame’s modulus, 

and Ui is the displacement vector. Here the summation convention is employed and 

a subscript after the comma denotes partial differentiation with respect to that co

ordinate. Combining Eq.(3.13) and Eq.(3.14) we obtain the Navier-Cauchy equation 

for equilibrium in terms of displacements,

+  (A +  f i ) U j j k  =  0 ( j ,  fc =  1, 2 ,3 ) ,  (3 .15)
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One way to derive the fundamental solution for Navier-Cauchy equation is through 

the use of the Galerkin vector, where

V 2(V2ft) =  0. (3.16)

The Galerkin vector is a general displacement potential for an elastic isotropic body 

and is also Love’s strain function [18]. The Galerkin vector approach is commonly 

used to evaluate the fundamental solution due to a unit point load in infinite elastic

medium (Kelvin’s solution). The displacements are expressed in terms of Galerkin

vector as [1]

2{iUi =  2(1 — v)gijj — Qiji- (3.17)

Note if we know the Galerkin vector g, then we can calculate and oy,- using the 

strain-displacement relation, and Hooke’s law, Eq. (3.14). The Galerkin vector for 

three and two dimensions given respectively by

#  =  (3.18)
87T/i

^  log(r)ej (3.19)
OTTJJ,

where e* is a unit vector.

The BEM formulation for linear elasticity can be derived using several methods 

and approaches. S. Li et al. [43] give a detailed derivation using the Maxwell-Betti 

theorem. This reciprocal theorem is a statem ent of equivalence of virtual work and 

states that: if an object subjected to two load cases, A  and B, two equilibrium states

result, Ui,Ui, with body forces &*,&*, and surface tractions U, Tt. The divergence

theorem and the equilibrium equations then lead to the reciprocal theorem,

/  T W r  +  /  6*^ d y  =  /  %  d r  +  f  %  dy. (3 .20)
Jr  J v  Jv Jv

The traction terms are only considered on the surface and the body forces are con
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sidered through the volume. The point force can be expressed as a body force with 

the Dirac delta function, b* = S(P — Q)e^. We also take 7* and Ui to be the Kelvin 

fundamental solution. Assuming the body forces in the physical case, to be zero, 

we then obtain

Ui(P) = J  U ^ Q M Q )  dP -  j  Tki(P,Q)Ui dF, (3.21)

where U i ( P )  is the displacement in the physical case at point P  see Figure 3.4. The 

key in BEM is both volume integrals have been removed from this equation, which 

gives the method some advantages over FEM [6]. The Kelvin kernels are given in two 

dimensions by

%  =  [(3 "  4z/)log(l/rX tj +  r,&r j] , (3.22)

where r ,• =  dr/dxi  and

T,, =
— 1 dr l - 2 y

ki ~  47r(l — v)r~dn [(1 “  2t/)4j +  2r'kr'i \ +  (3'23)

Now consider Eq. (3.21) when the point P  is taken to the boundary. In taking P  

to the boundary, we introduce a multiplier C(P),  obtained from a limiting process of 

the integrals, where C(P)  takes the value of one half if P  is on a smooth boundary, 

see Eq.(3.10). We now have the final form of the Boundary Integral Equation (BIE),

CkiUi +  j  TkiUi dF =  y UkiU dT. (3.24)

This boundary integral equation is the key equation in the BEM formulation and 

i t ’s clear that the reciprocal nature of the displacements and tractions lies within this 

equation.

To integrate Eq. 3.24 we first discretize the boundary as



Figure 3.4: Solid domain with field and source points (P.Q).

As mentioned earlier, the terms %  and Tki can be easily calculated for any pair of 

points, but it is not trivial to integrate these functions over the.boundary element Fn, 

analytically. Numerical integration (trapezoidal, Simpson’s rules and Gauss-Legendre 

quadrature) is usually used. Gauss-Legendre quadrature is typically used in most 

BEM programs for integrations when P  and Q are not on the same element.

The singularities of the fundamental solutions requires careful analysis when the 

load point is accommodated on the boundary, or when P  and Q are on the same 

element. In this case we surround P  with a small circle of radius 6 and then examine 

the solution as £ —> 0 which results new boundaries F +  Ts. We will discuss singular 

and hypersingular integrals in subsequent sections.

Approximations for iq and G are now introduced. Similar to FEM, the nodes are 

discrete points at which the values of displacement and traction will be interpolated 

from. The displacement and traction at any other point on the element can then 

be found by interpolating from the nodes. This is done through the use of shape 

functions, which in the case of a quadratic continuous element, shown in Figure 3.5, 

will have a set of shape functions, in the local coordinate £, — 1 < £ < 1, as
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M (£) = -  1)

'^ (C )  =  (1 -  C)(i +  0

(3.26)

NsiO  =  2 OC +  1)

f =l

3
Z 2

^ - ' - 1

Figure 3.5: Quadratic continuous element with 3 nodes.

The displacement, it*, at any point on the element can then be found by interpo

lation as

3

Uidi) = E - A W U  (3.27)

where Ui(£j) is the nodal displacement Ui at node £j. Similarly the traction, at any 

point at any element is

3

=  (3.28)
j=i

We now replace the displacement, and traction, U, in equation Eq.(3.29) by the 

interpolated forms Eq.(3.27) and Eq.(3.28). We then have

N  3 N  3

CkiUi{P) + Y ,  = UkiJ 2 NA Q i J  <%’ (3.29)
n=l ^~1 n=l n=l ^_1 n=l
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where J  is the Jacobian of the transformation from Xi to Eq. (3.29) can next be 

written as

(3.30)

For any position P , can be evaluated as products of fundamental solutions, shape 

functions, and Jacobians.

Writing Eq. (3.30) for each choice of Pi i — 1 ,2 ,.....3TV nodal points we then

have

H u =  Gt, (3.31)

where H and G are 37V x 37V square matrices, and the vectors u and t contain either 

known or unknown nodal values of displacement and traction.

For a well posed problem, 37V of the 67V nodal values of displacement and traction 

will be prescribed. Eq. (3.31) therefore represents 37V unknown nodal values.

The last step in solving the problem is to rearrange Eq. (3.31) to bring all the un

knowns to the left hand side, and taking all the terms specified as boundary conditions

to the right hand side. We then obtain the linear system

A x =  b. (3.32)

The unknown vector x can be found by any linear system solver such as Gauss 

elimination. The vector x  contains all the unknown nodal values of displacement 

and traction on the boundary. After solving for the unknown boundary values, the 

displacement at any internal point may be computed directly from the discretized 

form of Eq. (3.21).
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3.2 Singular and H ypersingular Integrals

As previously mentioned, Green’s functions are divergent when the source and 

field points coincide, P  = Q, and the singularity appears. This singularity becomes 

progressively stronger with higher derivatives, and thus the evaluation of singular 

and hypersingular integrals is critical. There are many techniques available in the 

literature for defining and computing singular integrals [55]. To discuss this subject, 

consider the BIE previously introduced,

Wi(P) =  Ui(P) + J[Tij(P, Q)u}(Q) -  Ui3(P, Q)tj{Q)]drQ. (3.33)

where Wi is the displacement kernel.

Eq.(3.33) provides an equation for displacement when P  is either interior or ex

terior to the domain, but the essential case P  E T needs more examination and 

discussion. The solution when P  is located on the boundary cannot be trivial, as this 

must produce singular integrals. To solve this, Gray et al. [67] adopted an elegant 

approach solving singular and hypersingular integrals. They defined the boundary 

equation as a limit as P  approaches the boundary, of either the interior or exterior 

equation; it will tu rn  out that the two limits of Eq.(3.33) result in the same boundary 

equation. The singular integrals are therefore defined in terms of this limit, and while 

this definition is physically reasonable and intuitively simple, they found out th a t it 

is necessary to establish that the limits exist, and moreover that they can be readily 

computed.

One motivation for adopting the boundary limit is that, in addition to Eq.(3.33), 

it is also necessary to be able to handle the corresponding equation for its normal 

derivative,

(P ) =  CTlk(P) +  J  lSlkm(P, Q)Um(Q) ~ Dlkm(P, Q)tm{Q)]dQ (3.34)
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£ § ( P ) =  J [ S lkm(P,Q)um(Q) -  Dlkm(P,Q)tm(Q)}dQ, (3.35)

where and E^ are interior and exterior stress equations, respectively. The kernels 

Dikm{P:Q) (singular) and Sikm{P,Q) (hypersingular) result from differentiating Ukj 

and Tkj .

Note that these equations are obtained by differentiating Eq.(3.33), and then in

terchanging the derivative with the integral. This interchange is allowed if P  is off 

the boundary due to the symmetry properties of the Green’s function, thus interior 

and exterior equations are mathematically appropriate. In the symmetric-Galerkin 

boundary element method, and to achieve symmetric matrices, treating the singular

ity in Eq.(3.33) is necessary . In addition to  the equation for surface stress, Eq.(3.35), 

it is important for many applications to be able to calculate any directional derivative. 

A second key advantage of a boundary limit definition in elasticity is th a t combining 

interior and exterior equations will lead to  a highly effective algorithm for computing 

the surface gradient, either flux or surface stress [67].

3.3 Num erical Solutions: C ollocation  and Galerkin

Determining analytical solutions for the integral equations is not usually possible. 

Hence, it is necessary to reduce the continuous equations to a discrete system of linear 

equations that can be easily solved [73]. This approach was discussed previously in 

this chapter. In addition to the collocation approach previously described, Galerkin 

approach, can also be used to reduce the continuous integral equations, Eq.(3.33) and 

Eq.(3.35), to a finite system. Collocation is a simple procedure, where the boundary 

integral equations are explicitly enforced at a finite set of points. These collocation 

points are chosen to be the nodes used to  discretize the boundary of the domain. 

Thus, a collocation approximation of Eq.(3.33) can be simply stated as
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(3.36)

where Pk, I < k < M  are the selected boundary points. If the boundary displacement 

and traction are interpolated from their values at these M  points, u^Pk) and U(Pk),

then the boundary conditions usually provide M  of these 2M  numbers. The point-

wise enforcement of Eq.(3.33) in Eq.(3.36) then provides the M  equations needed to 

solve for the unknown values. When applying the collocation approach, the resulting 

matrices are non-symmetric [67].

In addition to collocation, the Galerkin approach is also frequently used in the 

solution of integral equations. The Galerkin method does not require that the integral 

equations be satisfied at any point [48], but the equations are enforced in a weighted 

average way,

J  M P H ( P k )  = 0, (3.37)

[ i>k(P)UPk) = 0, (3.38)

where 'tpk(P) are the chosen weight functions. Same typical choices for weight func

tions are shown in Figure 3.6. The M  equations needed can be generated by an 

appropriate choice of M  weights. The strict definition of Galerkin is that the weight 

function tpk{P) is composed of the shape functions that are nonzero at the node P^, 

the shape functions being the local basis functions used to interpolate the boundary 

functions.

Mathematically, in the collocation method, the equations are satisfied at speci

fied points. The collocation solution is therefore called a “strong” solution, whereas 

Galerkin in mathematical terminology, is called a “weak” solution [8]. The require

ment tha t the equations hold in integrated sense has a geometric interpretation: the 

approximate Galerkin solution is obtained by projecting the exact solution onto the
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subspace consisting of all functions which are a linear combination of the shape func

tions [43].

(a)

Figure 3.6: Galerkin weight functions for 2D and 3D BEM [67].

Gray, et ah [67] stated tha t the Galerkin m ethod provides a nicer treatm ent 

of boundary corners and is more accurate than  collocation. However, the prim ary 

advantage of Galerkin is tha t the treatm ent of singular and hypersingular integrals is 

much more accurate and simpler than the collocation m ethod [73, 5].

The stress BIE is needed in symmetric Galerkin boundary element m ethod. The 

interior and exterior stress equations are obtained by differentiating the displacement 

Eq. (3.33), with respect to P ,

Ey(P) =  aik(P) + J  [Sikm(P. Q)Um(Q) — Dikm{P, Q)tm(Q)\dQ — 0

'pfj(P) =  J  [Slkm(P, Q)um(Q) — Dlkm(P', Q)tm(Q)\dQ — 0,

(3.39)

(3.40)

where EP and are interior and exterior stress equations, respectively. The kernels 

Dikm{P-Q) (singular) and Sikm(P,Q) (hypersingular) for the stress equation result 

from differentiating U kj  and T kj  Eq. (3.22) and Eq. (3.23), and are given by [59]

1D
47t(1 — is)r

[(1 — 2 z /) ( ^ r  ( +  j) +  2r (3.41)
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G dr
^  ^  27r(l -  z/)r2 +  z/4;r,z +  ^zr^) +  4r tr^r,J (3.42)

+ 2 z /(^ r  jr  z +  Ttzr^rj) +  (1 -  2z/)(2^r  ̂+  6 ^ ^  +  ^ t )

— (1 — Av)8ikrij .

Although the Kelvin solution and its derivatives are lengthy expressions, they are 

still rational algebraic expressions and the singular integration methods developed 

for the simpler Laplace problem will carry over directly to elasticity. The important 

point is th a t the order of the singularities at r  =  0 is precisely the same for elasticity 

and the Laplace differential equations [67].

3.4 Sym m etric Galerkin B oundary Elem ent M ethod (SGBEM )

For several reasons, the symmetric Galerkin boundary element method has became 

more significant in the field of BEM for the solution of elastostatics problems [63]. 

For instance, the internal points can be evaluated more accurately near the domain 

boundaries, as compared to the collocation method. The ability to use standard 

continuous elements even for hypersingular equations where the collocation method 

requires discontinuous elements to ensure continuity is another important aspect of 

the method [55]. Finally, in SGBEM there is no need for special treatment of corners 

since there are enough equations at hand to deal with the discontinuity of the tractions 

over non-smooth boundaries.

The basic SGBEM framework for two dimensional elastic boundary value problems 

is introduced in this section. For a number of applications the integral equation 

for surface displacement is enough, but the symmetric Galerkin boundary element 

method employed also uses the stress BIE given by Eq. (3.40). The boundary integral 

equations for stresses and displacement used in the SGBEM are repeated here as
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+  y  [^ (P , Q)^(Q)]c(rQ =  0, (3.43)

— VijiP) +  J[Sijk{P,Q)uk{Q — Dijk(P, Q)tk(Q)]dTQ = 0. (3.44)

Note that as the fundamental solution tensors Uÿ and Tÿ are singular at Q = P, 

behaving as log(r) and r _1, for the two dimensions respectively, for r  — 0. Moving 

the differentiation with respect to P  under the boundary integral is permissible only 

if P  is off the boundary. Thus, in the calculations reported herein, the singular 

integration algorithm is based upon the fact that Eq.(3.43) and Eq.(3.44) are only 

defined for P  off the boundary: the singular integrals are computed for P  near the 

boundary, and the limit as P  approaches the boundary is then evaluated [18, 19]. 

Note that the singularity in 5 ^  is of the form r~2: a primary reason for employing 

the Galerkin"approximation is to have an effective means of treating this higher order 

(hypersingular) singular kernel.

It should also be mentioned that the boundary limit procedure is not the only 

successful singular integration method, many procedures have been proposed in the 

literature. In particular, one can write the stress equation without moving the P  

derivative under the integral sign, and within the Galerkin formulation an integration 

by parts can be carried out. This procedure results in kernel functions that are only 

weakly singular, and these integrals can be readily computed [16, 43].

We will use the three-noded quadratic elements presented previously but with 

a slightly different interpolation. Employing the parameter space t E [0, 1], and 

defining N =  0, G =  1/2 and =  1, the shape functions are defined as

Piit) =  (1 — £)(1 — 2t),
^2(t) =  4 t ( l - t ) ,  (3.45)
^3(t) =  t ( 2 t - l ) .
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The approximate representations of the boundary and boundary functions are then 

given by

3

=  (3-46)
1=1

where can be Ui,ti,Xi, or and a\  is the nodal value of a*.

Having defined the shape functions, a Galerkin approximation of the integral 

equations can be discussed. In this approximation, the displacement and traction 

integral equations are enforced ‘on average’, in the form

J  m P) wi(P)dTp = 0, (3.47)

J  m p ) £ y ( P H ( P ) d r P =  o,

where rij ( P )  is the component of the local normal vector at P .  Note that the Galerkin 

approach to solving the integral equations is different than collocation methods where 

the equations must hold at selected points, i.e., Wi(Pk) = 0 and 'Eij(Pk)rij(Pk) = 0. 

Finally,, the weight function ipt(P) is comprised of all shape functions that are equal 

to one at the node Pi, and thus there are sufficient equations to solve for the boundary 

unknowns.

The symmetric-Galerkin formulation was first considered by Sirtori [64] and Hart

mann et al. [23], and then extensively developed by Maier and co-workers [48, 46, 

47, 63]. Note th a t in the Galerkin approach the source and field points P  and Q  are 

treated equally, and the kernels Uÿ and SijkTij are themselves symmetric, e.g.

=  . (3.48)

Thus, if displacement is specified everywhere on the boundary, the displacement equa

tion Eq.(3.47), leads to a symmetric system of equations for the unknown tractions.

Similarly the traction equation yields a symmetric matrix if the boundary data is 

entirely known tractions. In general, if the displacement equation is employed on the

46



part of the boundary where displacement is specified, while the traction equation is 

employed on the part of the boundary where traction is known, then the resulting 

linear equations are symmetric. This follows from the additional observation that 

and Dijk are related through the first order derivatives of U^. The key task in the 

numerical implementation of Eq.(3.47) is the evaluation of the singular integrals, and 

an advantage of the Galerkin approach is that the extra boundary integration makes 

defining and computing the hypersingular kernel integral significantly easier. In 

this work, the singular integration (for all kernels) is accomplished by means of direct 

hybrid analytical/numerical algorithms that result from defining the integrals as a 

limit to the boundary [19], [67]. In this approach, one sees that the individual, i.e. 

coincident and adjacent element, hyper singular integrals are divergent. However, the 

divergent terms that show up in the limit process can be shown to cancel, and the 

complete integral is finite.

The additional boundary integration is the key to obtaining a symmetric coeffi

cient matrix, as this ensures that the source point P and field point Q are treated 

in the same manner in evaluating the kernel tensors Ukj.Tkj, Dkji and Skji- After 

discretization, the resulting equation system can be written in block-matrix form [67] 

as:

where u* and £* are unknown displacement and traction vectors, respectively and 

T&(u) is the portion of the boundary T̂  with prescribed displacement and T^q is the 

portion with prescribed traction, see Figure 3.7.

Here, the first and second rows represent, respectively, the BIE written on r&(w) and 

the HBIE written on T^q. Further, rearranging Eq.(3.49) into the form [A]{a;} =  {5}, 

and multiplying the HBIE by one, obtains

(3.49)
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Figure 3.7: BEM discretization.

The symmetry of the coefficient m atrix, G u  =  G j1, H 22 = and Hi2 — G ^  

now follows from the sym m etry properties of the kernel tensors [20].

3.5 Boundary Integral C alculation of V olum e Averages

In the homogenization problem, the calculation of volume averages of stress and 

strain plays a very significant role. To efficiently calculate these averages, we take 

advantage of the boundary nature  of the solution w ith boundary elements and use the 

results to compute effective stiffness or compliance tensors. The relationship between 

the volume average strain  and the displacement boundary conditions can be written 

using the divergence theorem  as [28], [29], [31]:
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(eij) — ÿ  j  £ijdV — —  j  (mrij +  UjUi) dT (3.51)

where Ui and are components of the displacement and the normal vectors, re

spectively, and F is the boundary of the volume element. Similarly, the relationship 

between the average stress and the boundary traction is

{vij) = ÿ  J  VijdV — —  J  (tiXj + tjXi) dT (3.52)

where t* is the boundary traction and Xi is the local coordinate of the volume element

boundary. It is important to note that there is no unique relationship between the

average stress or strain and the boundary tractions or displacements in the two- or 

three-dimensional case [29]. In other words, a number of different boundary displace

ments integrated over the boundary may produce the same average strain.

Application of the divergence theorem to obtain the surface integral formulation 

for the average stress requires that the local equilibrium equations must be satisfied 

point-wise in the domain. Therefore, the existence of the surface integral form given 

by Eq. (3.52) is guaranteed. Since we are using a boundary integral formulation 

for the solution of the elasticity problem, our solution exactly satisfies all governing 

equations within the domain, the approximation is on the boundary values of traction 

and displacement and not in the domain [12].

Eqs.(3.51) and (3.52) are ideally suited to computation by the boundary element 

method. After calculating the unknown boundary values of traction and displacement 

using the symmetric Galerkin BEM described in the previous sections, Eqs.(3.51) and 

(3.52) can easily be discretized and evaluated since all the boundary data are known. 

Let F =  F0 |J  Fy where F0 is the outer boundary of the volume element and F y is the 

total boundary of the voids, see Figure 3.8. Then, for the (cr^) calculation, since the 

voids have traction-free surfaces,
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/  (tiXj +  tjXi) dT = 0, (3.53)
Jrv

so the only integral to perform is over the outer boundary of the volume element.

RVE

Figure 3.8: RVE with with voids and outer boundaries.

Restricting our calculations to  the two-dimensional case, we introduce the usual 

quadratic, isoparametric shape functions, iVfc(£), — 1 < £ <  1,

M (£) =  -  !)>

N 2{^) =  (l -  0 ( 1 +  0» 

M(C) =  +  !)•

then we have

(3.54)

(3.55)
.fc=i /  \fc=i

where N  is the total number of boundary elements on F, the uf^  are the (known) 

nodal values of boundary displacement,

Tin (3.56)

are the nodal values of Xj, and J  is the Jacobian of the transformation,
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J  = EdN,
di

k-x{k) + dNk (k)
4C ^

"Xr

1/2

(3.57)
,fc=l /  \ k = l

Note tha t the Jacobian term will cancel in Eq. (3.55) and (3.56), but we will need the 

Jacobian for the average stress calculation. That calculation can be obtained from 

the discretized form of Eq. (3.52),

No />! rw = ̂  E /j (Ë x 3 + ( Ë Nktf ) Xi (3.58)

(t)where N 0  is the number of boundary elements on the outer boundary only, the t 

are the (known) nodal values of boundary traction, and the boundary coordinate Xj 

is interpolated in the usual way as

x. (k) (3.59)
k=l

Although these results are for the two-dimensional setting, extension to three dimen

sions can be readily made.

Eqs. (3.56) and (3.58) allow us to readily compute the volume averages of stress 

and strain needed to evaluate the apparent elastic constants using information directly 

from the boundary element analysis.
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CHAPTER 4

APPARENT ELASTIC CONSTANTS OF PZT CERAMICS

PZT ceramics are porous solids and are made of a composition of lead zirconate/lead 

tit an ate, containing about 95 % lead zirconate and 5% lead titanate [62]. Relative to 

other kinds of ceramics, PZT ceramics are widely used in a variety of pressure sensors 

and exhibit greater stiffness and higher operating temperatures, which make them 

widely used in ceramic industries. PZT ceramics are manufactured by burning pore 

formers with different shapes and contents during the sintering process. Figure 4.1 

shows a porous PZT ceramic with different pore shapes and porosities. Resent work 

of [62] demonstrated that porous PZT ceramics helped prevent high-voltage break

downs at low temperature during explosive shock wave transformation. They also 

investigated experimentally the effects of porosity and pore shape on elastic constant 

of porous PZT ceramics. The effects of porosity and pore shape on electrical prop

erties of porous PZT ceramics are investigated in [75]. Furthermore, in an excellent 

agreement with the experimental work of [75], this dissertation studied numerically 

the effect of porosity and pore shape and volume element size on the elastic properties 

of porous PZT ceramics.

Because extracting the elastic stiffness tensor from representative volume element 

(RVE) is not always practicable, we are forced to work with volume elements which are 

smaller than the RVE, and we can determine apparent elastic constants. A methodol

ogy for approximating the apparent stiffness tensor using BEM and microstructural 

information is presented here. This is applicable even when these properties have a 

strong dependence on the boundary conditions and fabric tensor. Here, we present 

and apply this approach to determine the apparent elastic stiffness tensor of a PZT 

ceramic. Apparent elastic constants will vary with the position of the volume element, 

so the ergodicity assumption will not be satisfied. However, we can still approximate
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the apparent elastic stiffness tensor of PZT ceramic, and the Hill criterion is still 

satisfied through appropriate boundary conditions.

(b)

Figure 4.1: PZT ceramics (a) PZT ceramic with spherical pore shapes and porosity: 
16.4% (PZT2); and (b) PZT ceramic with irregular pore shapes and porosity: 14.7% 
(PZT1) [75].

The main objective of this chapter is to present an appropriate two-dimensional 

boundary element model to study the mechanical behavior of a PZT ceramic with 

varying porosity, and pore size. Moreover, the Symmetric Galerkin Boundary Element 

Method (SGBEM) will be used to study the effects of volume element size on the solid 

ceramics properties.

4.1 M ethodology

In the following sections of this chapter, we will discuss the over all methodol

ogy for analyzing two micrographs of PZT ceramics. To study the elastic constants 

variation with volume element size, an overview of fabric tensor approach and con

struction method will be presented. Furthermore, predictions of the elastic constants 

as a function of solid volume fraction will be plotted. In addition, we extract apparent 

elastic stiffness tensors using a symmetric Galerkin boundary element method, and 

the role of boundary conditions will be discussed. Finally, results are discussed and
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concluding remarks are presented.

4.1.1 Extraction of PZT Ceramic A pparent Stiffness Tensor

To demonstrate the analysis methods described in the previous chapters, we will 

analyze two micrographs of porous lead zirconate titanate (PZT 95/5) ferroelectric 

ceramic shown in Figure 4:1. These micrographs were investigated and characterized 

in [75] and presented in this dissertation with permission of Elsevier. To conduct the 

numerical analysis, we will construct the fabric tensor for the two specimens, extract 

apparent elastic stiffness tensors using a boundary element analysis, and finally pre

dict the elastic stiffnesses as a function of solid volume fraction and determine the 

volume element smallest size required for the analysis.

For the fabric tensor approach, mean intercept lengths (MIL) are used to con

struct the fabric tensor H. These measurements were obtained on the micrographs 

of the ceramic specimens using QuantSD software (see Section 2). Furthermore, the 

eigenvalues were extracted from the fabric tensor H  and properly normalized as Z\ 

and z2. For the two-dimensional analysis the fabric tensor eigenvalues normalized as 

Z1 + Z2  + Z3  = 3, and we assume z2 =  z3 in order for E 2  = E 3 , z/12 =  is1 3  and G 1 2  =  G u  

(transverse isotropic).

To perform the symmetric Galerkin boundary element analysis, the PZT ceramic 

micrographs were discretized as shown in Figure 4.2 and Figure 4.3. For the PZT 

ceramic with irregular pore shapes and a porosity 16.4%, we will refer to it as PZT1 

(Figure 4.2). For the PZT ceramic with spherical pores and porosity 14.7%, we will 

refer to it as PZT2 (Figure 4.3).

For the numerical analysis, these two models were subjected to the following three 

types of boundary conditions on the outer boundary of the solid F0,:

1. Kinematic Uniform Boundary Conditions (KUBC).

The displacement Uj is imposed at point Xj belonging to the boundary such
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that

=  6° Tj VT € To

where ej- is a constant strain tensor prescribed a priori Note that this boundary 

condition satisfies Eq.(2.15) as it produces uniform strain in the volume.

2. Static Uniform Boundary Conditions (SUBC).

A uniform traction tj is imposed on the boundary such that:

U =  a- j f i j  Vx G Fq

where is a constant stress tensor prescribed a priori. This boundary condi

tion also satisfies Eq.(2.15) as it produces uniform stress in the volume.

3. Mixed Uniform Boundary Condition (MUBC).

There are several choices for MUBC which will satisfy the form of the Hill 

criterion given in Eq.(2.16),

-  cr^Tu) (%% -  = 0  Vz E To

The mixed uniform boundary conditions MUBC were first introduced by Zysset 

and Pahr [54]. They stated th a t MUBC are the best choice in the case of very 

small volume elements in order to obtain the same overall elastic constants 

as periodic BCs, i.e. the effective elastic properties. Appropriate choices for 

MUBC are studied and reviewed in [54].

As illustrated in Figure 2.4, each of these choices for boundary conditions will yield 

different apparent constants, as discussed in detail in Chapter 2. When the average 

stresses and strains are computed from the boundary element analysis from Eq. (3.51) 

and Eq. (3.52), a system of five equations (in two dimensions) can be formed and the 

five material properties needed to compute the apparent stiffness tensor can be ob

tained. We note that the stresses and strains used in the volume averages calculations 

must first be transformed to the principal material coordinates. This transformation
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is accomplished using the rotation angle obtained from the eigenvectors of the fabric 

tensor since the principal axes at the material and the fabric tensor are coincident 

[53]. The tensor rotation can be performed using standard tensor transformation 

methods. The results from the SGBEM analysis for the apparent stiffness tensor and 

three different boundary conditions, are shown in Table 4.1. Note in Table 4.1 that 

the predictions of the elements of the apparent stiffness tensor agree with the bounds 

given in Chapter 2.

Figure 4.2: Boundary element mesh for PZT1.

Figure 4.3: Boundary element mesh for PZT2.

To construct the fabric tensor, mean intercept length measurements were obtained 

on the micrographs of the ceramic specimens using commercial computerized tomog

raphy software (QuantSD). The mean intercept lengths were used to construct the
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fabric tensor H, then the eigenvalues were extracted and properly normalized as z\ 

and z2 for the two-dimensional analysis, see Table 4.2. As mentioned above, the 

eigenvectors corresponding to the fabric tensor eigenvalues were extracted from the 

image analysis by QuantSD software, these are needed to know the orientation of the 

principal material axes relative to the (x, y) coordinates fixed by the boundaries of 

the micrograph. It is in the principal material axes where the relationships given by 

Eq. (2.30) are valid.

Table 4.1: Results for the apparent elastic constants from SGBEM analysis (E and 
G values are in GPa).

BCs KUBC SUBC MUBC

PZT1

101,10 91.20 92.76

e 2 86.90 80.80 85.32

G 1 2 43.11 31.98 35.18

M2 0.25 0.21 0.22

PZT2

102.78 98.31 101.31

e 2 95.16 92.86 94.01

G 1 2 40.94 37.72 39.00

Riz 0.26 0.23 0.24

Having estimates of the apparent stiffness tensor as well as the eigenvalues of the 

fabric tensor, we may now estimate the constants k,£ appearing in Eq. (2.30). For 

the bulk isotropic material properties Eq, i/0 we use values for PZT ceramic from [75] 

of Eq = 165 GPa and vq = 0.22, Go can be calculated from Eq and z/Q since the solid 

matrix is assumed to be isotropic,
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Figure 4.4: Variation of elastic moduli with porosity for PZT1 (irregular pore shapes) 
and the circles represent the experimentally measured values [75].

(4 1 )

The results are given in Table 4.2 where the MUBC results from Table 4.1 were used 

to perform a least-squares estimate for k, £. The recomputed values of the orthotropic 

elastic stiffnesses (based on Eq. 2.30) are shown in Table 4.2 in order to compare to 

those shown in Table 4.1. Predictions for Ei, E2 and Gn  as functions of porosity 

(l-us) using Eq. (2.30) and the constants from Table 4.2 are shown in Figure 4.4 and 

Figure 4.5. Note the excellent comparison with the experimental results reported in 

[12].

Table 4.2: Results for the constants in the fabric-stiffness relations, Eq. 2.30, and 
recomputed values of the elastic constants. Values of E  and G are in GPa.

Vs Z\ 22 e° k £ E x e 2 G12 Fl2

PZT1

PZT2

0.836

0.853

1.0612

1.0306

0.9687

0.9847

41.13

27.83

0.35

0.28

0.48

0.71

92.89

100.67

85.00

94.36

35.85

33.94

0.24

0.22
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Figure 4.5: Variation of elastic moduli with porosity for PZT2 (spherical pore shapes) 
and the circles represent the experimentally measured values [75].

4.1.2 Effect of Volum e E lem ent Size

The existence of a representative volume element (RVE) is critical for extracting 

material overall properties. Studying the volume element size is necessary for quanti

tative comparisons in determining the apparent elastic properties. One definition of 

an RVE is related to the volume size at which the material properties become inde

pendent of the choice of boundary conditions [61]. But, for volumes smaller than the 

RVE, the boundary conditions are very significant in the estimation of the apparent 

mechanical properties.

In this section, we study the effect of volume element size on the apparent stiffness 

of PZT2 (PZT ceramic with spherical pores and porosity of 14.7%). A core problem 

in such investigation is the determination of the appropriate size of volume element 

in order to get an accurate approximation of apparent properties. This is related to 

the longstanding issues of the determination of the size of the volume element (VE) 

in homogenization theory.

As mentioned above, if we are using volumes less than  the RVE, we can calculate
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upper and lower bounds on the stiffness or compliance tensor by applying SUBC 

or KUBC, or we can obtain an intermediate estimate using MUBC on the volume 

element (see Chapter 2). Briefly, as the volume element becomes bigger, these bounds 

eventually converge to the effective stiffness or compliance tensor see (Figure 2.4). 

Therefore, our objective is to find the smallest size of volume element required to 

estimate precisely the effective elastic constants.

To perform this objective, the PZT ceramic micrograph with spherical pores shown 

in Figure 4.1 was divided to four smaller volume elements: VE1, VE2, VE3, and 

VE4. As shown in Figure 4.6, where VE1 = V, VE2 = 0.751/, VE 3  = 0.51/ and 

YEA  =  0.251/ where VE is the full volume.

To perform this target, these volumes were discretized for SGBEM analysis and 

simulation. As discussed previously in this chapter, these models were subjected to 

the three types of boundary conditions on F0, the outer boundary of the solid. These 

choices for boundary conditions will yield different elastic constants. Similar calcula

tions as those described previously were performed to calculate the elastic constants 

from the average stresses and strains. Because our model is in two dimensions, we 

end up with a system of five equations with five unknowns.

The results for the Young’s modulus Ei are shown in Table 4.3. Moreover, using 

mixed uniform boundary conditions, the variation of the Young’s modulus Ei  with 

the volume elements under consideration is shown in Figure 4.7.

4.2 R esu lts and Discussion

In this chapter we have explored three points: (i) Application of the symmetric 

Galerkin boundary element method (SGBEM) and the fabric tensor approach on 

micrographs of PZT ceramics, (ii) Extracting the apparent elastic constants of PZT 

ceramics and comparison with the experimental data in the literature, (in) The effects 

of volume element size on the elastic constants in two kind of PZT ceramic materials.
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Figure 4.6: Volume element divisions of PZT2 ceramic micrograph.

We will discuss our results on each of these point next.

Table 4.3: Results for the Young’s moduli E\ in (GPa) for the different volume 
elements.

VE KUBC SUBC MUBC
VE1
VE2
VE3
VE4

102.78
109.90
111.11
115.25

98.31
91.80
89.98
85.21

101.31
103.82
106.85
109.06

140

130

120
"œ"
CLo no
LU

100

90

“o.

Figure 4.7: Young’s modulus variation with volume element size.

In order to predict predicting the overall material properties, fabric measurements
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were obtained on two PZT 95/5 ceramic micrographs. A computerized tomography 

software (QuadSD) was used to determine the fabric tensors, eigenvalues, and eigen

vectors. The overall elastic moduli for PZT ceramics were then computed using 

volume average-stress and strain vailles combined with the fabric tensor eigenvalues. 

The calculated results were compared with the experimental data in the literature 

and show an excellent agreement, see Figure 4.4 and Figure 4.5. Furthermore, by 

applying three types of boundary conditions, (KUBC, SUBC, and MUBC) we could 

compare our numerical results with bounds reported in the homogenization literature. 

Our results agreed exactly with the bounds given in the literature.

One of our objectives in this chapter was to find the smallest size of volume element 

required to compute the effective elastic constants. The effect of volume element size 

on Young’s modulus Ei  of PZT1 was analyzed and plotted. The fact that the values of 

the apparent elastic constant depend on the RVE size was approved. Larger volumes 

are necessary to obtain an apparent properties which are not too far from the effective 

elastic constants. However, the chosen volume element VE cannot be taken as small 

as one may wish, because there exists in general a condition in the estimation of 

the effective properties. The convergence of apparent constants obtained using three 

types of boundary conditions toward the effective modulus (see Table 4.3).
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CHAPTER 5

EFFECT OF VOID SHAPE, SIZE, AND ORIENTATION ON THE FABRIC

TENSOR

The elastic constants of single phase porous materials exhibit properties that are 

dependent on the void shapes, size, and orientation. The volume fraction, vs or 

porosity, <F, are one important microstructural feature in porous materials and have a 

significant influence on their mechanical and physical properties [60]. In addition, the 

aspect ratio of the elliptical voids and their direction may have an effect on the elastic 

constants of the porous solids. These features of microstructural geometry comprise 

the structural anisotropy, which is accounted for by the use of a fabric tensor [12]. 

The purpose of the study in the present chapter is to determine the relation between 

these features and the material’s apparent elastic constants.

As mentioned in previous chapters, homogenization theories have been widely 

used for the analysis and design of porous materials. W ith such an approach, a 

representative volume element (RVE) is sought, which is representative of the material 

behavior including microstructural properties th a t may affect the stress analysis. The 

fabric tensor is one approach to characterize a m aterial’s microstructure within an 

RVE. The fabric tensor can be best viewed as a term  in a tensorial series representation 

of an orientation distribution function [74]. A second order fabric tensor is used 

to describe materials which are isotropic, transversely isotropic, or orthotropic in 

a homogenized sense. A second-rank fabric tensor was originally used by Cowin 

[7], [69], [70] to describe a material’s microstructure from which homogenized elastic 

constants could be predicted. These definitions were refined and developed later in 

a series of elegant works by Zysset [54], [77], [76]. The refinements to the original 

Cowin expressions insured that the elastic stiffness tensor was positive definite and 

decreased the number of constants required in the Cowin expressions. These analysis
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methods were applied to a common set of experimental data in [76] and it was found 

th a t in certain cases the Cowin relations did indeed yield stiffness tensors that were 

not positive definite.

To construct the fabric tensor for any porous material, there are a variety of 

methods described in the literature as described in Chapter 2. The most commonly 

used method is the mean intercept length (MIL) [22] but a number of other methods 

are also used. For example, the star-volume distribution (SVD) [10], star-length 

distribution (SLD) and volume orientation (VO) [52] are frequently used. MIL was 

first proposed by Whitehouse [74], which at some arbitrarily selected direction defined 

the mean intercept length as the relative solid area divided by the total projected 

boundary perimeter per unit area. The distribution of the MIL forms an ellipsoid, 

and the coefficient of the ellipsoid provide a second-rank fabric tensor H. The MIL 

fabric tensor, M  =  H -1/2 has eigenvectors which represent the principal directions 

(i.e the axes of the ellipsoid) and eigenvalues which define the tendency of the material 

to be oriented along the respective principal directions [22]. The eigenvalues of H 

are Zi , ^  and zg and must be normalized as Zi +  z2 +  z3 =  3 for use in predicting 

elastic constants. Also, z2 =  z3 in the two-dimensional case of transverse isotropy. 

The investigations reported in [3] and [12] used the fabric tensor H to explore the use 

of boundary element methods in predicting orthotropic elastic constants.

In this chapter the influence of pore shape, pore orientation, and volume fraction 

on the apparent elastic constants of both a PZT ceramic and several model materials 

is examined using three methods of fabric tensor construction: MIL, SVD, and SLD. 

A comparison of these fabric tensor construction methods is presented. We note that 

the fabric determination methods reviewed in Chapter 2, i.e., MIL, SLD and SVD, are 

not the only methods available in the literature. There are several other measurement 

methods, such as volume orientation descriptor (VO) [53], mean free path, and areal 

porosity distribution, which have been widely used in bone mechanics [33]. These
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additional methods will not reviewed in this dissertation.

5.1 C onstruction of Second-Rank Fabric Tensors

As mentioned previously the fabric tensor can be constructed from mean intercept 

lengths, (MIL) [74], volume orientation distribution [53], star-volume distribution 

(SVD) [10], star-length distribution (SLD) [52] as well as other methods. In this 

chapter, we will consider some of these methods to construct the models fabric tensor 

and its eigenvalues. To construct fabric tensors from either the SVD or SLD data, 

we will use the common approach of fitting an ellipsoid directly to the directional 

distribution data. However, for SVD and SLD data there are other approaches used 

to construct the fabric tensor such as the moment of inertia based T —matrix method 

of [37] and [14].

The main objective of this chapter is to study the effect of aspect ratio, void 

orientation, and volume fraction on elastic properties and the fabric tensor. For this 

purpose, we generate several different idealized material models with different aspect 

ratios and a variety of volume fractions. The first part of this investigation will aim 

to study the effect of the aspect ratio of the pores on the elastic properties when the 

volume fraction is kept constant. Next, we study the effect of the orientation of the 

pores on the fabric tensor.

5.2 Effect of A spect Ratio

The aspect ratio of the elliptical pores has an effect on the elastic stiffness. In 

this section we generate three idealized models (II, 12, 13) with aspect ratios of 0.400, 

0.625, and 1.000 see Figure 5.1, Figure 5.2, and Figure 5.3. The volume fraction, vSl 

is kept constant for all three models. Three fabric tensor construction methods are 

used to compare the results with volume average calculations.

Also, the orientation angle 0 for each model is given in Table 5.1. We can assume
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that the body coordinates and the principal material coordinates are aligned since 

the rotation angle, 0, for II, 12, and 13 is approximately zero. We also note that the 

orientation angle agrees with the orientation of the pores.

We next determine elastic constants in a manner similar to that reported in Chap

ter 4. Results for the eigenvalues of II, 12, and 13 are presented in Table 5.1. Note that 

the eigenvalues are slightly different from MIL, SVD, and SLD. For the transversely 

isotropic situation assumed here, there are five unknown constants in the effective 

elastic stiffness tensor for each model, so we will calculate the necessary volume av

erages for SUBC type of boundary conditions. Then we extract the elastic stiffness 

values in a least-squares sense from this data  which is shown in Table 5.2. Here we 

will mainly reported the in-plane engineering constants, i.e., Ui, E 2) and Gu,  noting 

that i'i2  (not reported here) is independent of the solid volume fraction vs [3], and that 

the fifth unknown elastic constant pertains to out-of-plane normal stress. Results for 

these volume-average based elastic constants are given in the last column of Table 5.2. 

For comparison, in Table 5.3 we also present the apparent elastic constants calculated 

from each type of boundary condition presented in Chapter 2. (SUBC, KUBC and 

MUBC).

Table 5.1: Fabric tensor eigenvalues and orientation angle from MIL method for II, 
12, and 13.

11, 12, and 13 Il:a /b = 0 .4 I2:a/b=0.625 I3:a/b= l

Z\ 1.6667 1.3321 1.0144

22 0.6667 0.8339 0.9928

0° 1.1451 . 1.0121 0.9421
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Figure 5.1: Grayscaling images and BEM models for II material model with constant 
volume fraction and aspect ratio of a/b=0A.
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Figure 5.2: Grayscaling images and BEM models for 12 material model with constant 
volume fraction and aspect ratio of a/6=0.625.

Figure 5.3: Grayscaling images and BEM models for 13 material model with constant 
volume fraction and aspect ratio of a/b=l.
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Table 5.2: Comparison of elastic constants using the three fabric tensor methods. 
The last column reports the volume averaged values.

MIL SVD SLD {as) with SUBC
I l ( a /b =

E l
0.4)

133.57 147.81 145.77 140.29
e 2 107.39 97.41 108.90 112.65
G 1 2 49.08 49.17 51.63 51.01

I2(a/b=0.625) .
Ei 136.83 145.82 131.85 137.11
e 2 112.30 96.97 111.08 115.02
G i2 50.8064 48.7393 49.5997 52.11

I3(a/b=
Ei

-1)
127.16 135.66 134.41 132.97

e 2 123.48 111.82 111.14 117.65
G 12 51.35 50.47 50.09 53.74

Table 5.3: Results from SGBEM analysis for the three idealized models.

BCs: KUBC SUBC MUBC

11

Ei 146.94 136.55 144.51

e 2 117.23 107.98 115.82

£ to 54.4 45.11 53.90

12

Ei 144.82 135.9 141.33

e 2 123.02 116.93 117.91

G 12 52.34 48.08 51.51

13

Ei 139.78 131.12 137.01

e 2 122.62 111.59 115.02

G 12 51.90 47.21 50.32



The results shown in Table 5.2 and Table 5.3 were obtained using E 0 =380 GPa 

and z/0 =  0.22. Note that the stiffness values obtained for all models are always 

rotated such that E1>E2  . The KUBC (upper bound) and SUBCs (lower bound) of 

elastic constants is again verified and the highest differences are observed for the G 1 2  

shear moduli.

Finally, we plot the fabric tensor ellipses for the three idealized materials Fig

ure 5.4. This figure shows the ellipses determined from MIL for each model. From 

this plot, the effect of the changing aspect ratios is clear. In comparing the ratio 

of z i / z 2 to the aspect ratio of the pores yield the almost equal ratios for the three 

materials model as expected.

5.3 Effect of Void O rientation and Volume Fraction on th e  Fabric Tensor 

and Elastic Constants

In this section, we generate another set of idealized material models, M l, M2, 

and M3, to investigate the influence of the volume fraction, us, and void orientation, 

q , on the fabric tensor ellipse and apparent elastic properties. The three models are 

shown in Figure 5.5, Figure 5.7, and Figure 5.7. The aspect ratios are varied from

0.1 to 1, as seen in figures.

For two additional cases we select model Ml (aspect ratio of 0.1) and model M3 

(aspect ratio of 0.2) and vary the orientation of the voids. For these models, we also 

decrease the volume fraction, vs, by extending the pores to increase the porosity; 

see Figure 5.8 and Table 5.4. For apparent elastic constant, we again follow the 

same procedure as was done previously to extract the apparent stiffness tensors using 

boundary element analysis, where the fabric tensor eigenvalues and eigenvectors were 

extracted using the commercial software QuantSD. The numerical results from the 

image analysis for the elastic constants are shown in Table 5.5. These results show
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that the elastic Young’s moduli Ei  and E 2 decrease with volume fraction, ys, and 

increase with aspect ratio a/b. The same changes were noted on the shear modulus 

G 1 2  with the change in volume fraction and aspect ratio.

O II (;a/b=0.4)
*  II (a/b=0.625)

II (a/b-1)

-2 -1.5 -1 -0.5 0 0.5 1 1

Figure 5.4: Fabric tensor ellipses comparison for II, 12, and 13. 

Table 5.4: Idealized models Ml and M3 for fabric orientation study.

M1R1 M1R2 M1R3 M3R1 M3R2 M3R3
Vs 0.97 0.95 0.93 0.94 0.92 0.84

a/6 0.1 0.1 0.1 0.2 0.2 0.2
a° 0 0 0 60 60 60
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Table 5.5: Models M l. M2 and M3 with different aspect ratio and predicted apparent 
stiffness.

u/5 0.1 0.2 0.4 0.6 0.8 1
Vs 0.97 0.94 0.86 0.80 0.73 0.67

A Fla =  0° 
E i
e 2

G\2

319.02
240.36
109.19

240.22
134.73
88.55

221.77
117.85

77.65

205.34
110.39
65.83

183.97
96.76
55.78

170.76
89.77
50.66

M 2 a  =  30"
Ei
e 2

G\2

317.79
239.41
108.98

240.08
134.16
86.07

216.33
115.90

77.64

201.74
113.73
67.94

183.55
96.76
58.93

170.76
89.77
50.66

M 3 a  =  60"
E i
e 2

G\2

316.99
238.88
108.43

241.86
132.70
87.17

220.57
114.63

78.68

203.83
109.95
63.70

185.90
99.40
56.87

170.76
89.77
50.66

In Table 5.6 we present results for the M l model (cv =  0°), with an aspect ratio 

of a/b — 0.1. and different volume fractions (0.97, 0.95, 0.93), and the M3 model 

(a  =  60°) w ith aspect ratio of a/b — 0.2, and different volume fractions (0.944,

0.9238. 0.8445). These materials models are shown in Figure 5.8.

o  o

& c >  o

k O  O '

Figure 5.5: Model M l with pore angle o =  0C
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Figure 5.6: Model M2 with pore angle a  =  30°.

Figure 5.7: Model M3 with pore angle a  — 60°.

We next plot the MIL ellipses for these m aterials to show the changes in fabric 

tensor orientation and the effect of volume fraction and pore orientation on the fabric 

tensor ellipses. Figure 5.9 and Figure 5.10 show the MIL ellipses for M l and M3 

with variation in vs and aspect ratio, respectively. From these figures we can see that 

the volume fraction does not affect th e  size and orientation of the  MIL ellipse or the 

corresponding eigenvalues. This result is expected since the fabric tensor is a measure 

of the structural anisotropy which should be independent of the m aterial’s volume
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Figure 5.8: M l and M3 models for studying the influence of volume fraction on 
m aterial fabric tensor: (a) M3R1 (b) M3R2 (c) M3R3 (d) M1R1 (e) M1R2 (f) M1R3.

fraction, vs.

5.4 Im pact of Fabric Tensor Determ ination M ethod

In this section we will investigate the effect of the method of fabric tensor de

term ination on predictions of elastic constants in idealized materials. The results of 

using the MIL, SVD. and SLD method for these models are shown in Table 5.8 and 

Table 5.9. Overall we find th a t the method of fabric tensor determination does not 

affect the prediction of elastic constants in a systematic way for the class of m aterials 

we considered. For idealized material M l, the minimum difference with volume av

erage values occurred for E 2 from SVD. and the maximum difference occurred w ith 

G \2  from MIL. For M3, the  minimum was with E\  from MIL and the maximum with 

G i2 from MIL. W here, for M2 idealized material, the results are not reported here.
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Figure 5.9: MIL ellipses for M1R1, M1R2, and M1R3 show no change with volume 
fraction changes.

Table 5.6: MIL fabric tensor values for Model M l (a =  0°) and aspect ratio a/b=0.1 
and Model M3 (a =  60°).

model Ml M1R1 M1R2 M1R3
Vs 0.97 0.95 0.93

1.6986 1.7031 1.6879
22 0.6507 0.6484 0.6561
e 0.34 1.05 1.02

model M3 M3R1 M3R2 M3R3
Vs 0.94 0.92 0.84
Zi 1.4548 1.4902 1.5075
22 0.7726 0.7549 0.7463
e 60.30 60.10 59.63
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Figure 5.10: MIL ellipses for M3R1, M3R2, and M3R3 show no change with volume 
fraction changes.

ip



Table 5.7: MIL, SVD, and SLD fabric tensor construction method and Zysset con
stants k , l  for Model M1R1, M1R2, and M1R3.

MIL SVD SLD
M1R1 (us =  0.97)

22
k
I

1.6986
0.6507
9.5921
0.1501

1.9991
0.5005
9.8422
0.1231

1.8325
0.5838

10.8420
0.1621

M1R2 =  0.95)
Zl
22
k
I

1.7031
0.6484
8.3101
0.1421

1.9950
0.5025
7.9040
0.1121

1.8351
0.5824
8.2987
0.1221

M1R3 (vs =  0.93)
Zl
22
k
I

1.6879
0.6561
6.6779
0.1321

1.9988
0.5006
6.5711
0.1101

1.8312
0.5844
6.8411
0.1191

Table 5.8: MIL, SVD, and SLD fabric tensor construction method and Zysset con
stants /c, / for Model M3R1, M3R2, and M3R3.

MIL SVD SLD
M3R1 (vs =  0.94)

Zl
22
k
I

1.4548
0.7726

13.7971
0.4257

2.3004
0.3498

12.9171
0.1491

1.5443
0.7278

13.8569
0.4157

M3R2 (vs =  0.92)
Zl
22
k
I

1.4902
0.7549

10.3810
0.4110

2.2880
0.3560

9.810
0.1410

1.5470
0.7265

10.3941
0.3994

M3R3 (fg =  0.84)
Zl
22
k
I

1.5075
0.7463
6.1811
0.5491

2.14.02
0.4299

5.55486
0.2600

1.5406
0.7297
6.0391
0.5301
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Table 5.9: The apparent elastic constants of Ml and M3 with different volume frac
tions using MIL,SVD, SLD and volume averaging methods.

MIL
(% Difference)

SVD
(% Difference)

SLD
(% Difference)

(o-c)

M1R1: E^ 332.63 333.92 332.38 319.02
(4.26) (4.67) (4.18)

e 2 249.38 237.45 229.39 240.36
(3.75) (1.21) (4.56)

G 12 118.04 115.40 113.16 109.19
(8.10) (5.68) (3.63)

M1R2: E^ 288.65 295.77 287.94 284.72
(1.38) (3.88) (1.13)

e 2 219.37 217.12 217.56 225.39
(2.67) (3.67) (3.47)

G\2 103.13 103.85 102.57 101.90
(1.20) (1.92) (0.66)

M1R3: E, 268.77 274.73 267.15 264.49
(1-61) (3.87) (1.00)

e 2 209.39 202.53 203.51 210.36
(0.46) (3.72) (3.25)

G\2 97.22 96.67 95.56 97.19
(0.03) (0.53) (1.67)

M3R1: Ei 236.09 231.41 245.40 240.22
(1.61) . (3.87) (1.00)

e 2 137.74 131.97 131.29 134.73
(0.46) (3.72) (3.25)

G\2 73.90 71.62 73.56 88.55
(0.03) (0.53) (1.67)

M3R2: Ei 231.66 233.64 236.24 228.61
(1.33) (2.20) (3.33)

e 2 132.45 138.26 12916 133.98
(1.14) (3.18) (3.59)

G\2 71.79 73.66 71. 59 76.65
(6.34) (3.90) (6.60)

M3R3: Ei 209.821 221.012 216.52 210.49
(0.32) (4.99) (2.86)

'e 2 96.94 95.89 98.04 100.43
(3.46) (4.52) (2.38)

G\2 58.45 59.66 59.71 71.01
(17.69) (15.98) (15.91)
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In conclusion, each values of elastic moduli, Ei, E 2 and G u  for models M l and 

M3 are listed in Table 5.9. These results were obtained by symmetric galerkin bound

ary element method (SGBEM) where E0 was 380 GPa and zv0 =  0.22 using SUBC 

boundary conditions and volume averages for stress and strain. In order to compare 

the voids orientation and the variation of volume fractions of the models M l and M3, 

Figure 5.11 shows how the MIL ellipses is coincided with void orientations. The MIL 

fabric tensor ellipses which shown in Figure 5.11 are the orientation of the ellipse 

relative to the x\  axis can clearly be seen for Ml and M3.

Figure 5.11: MIL ellipses for M1R1, M1R2, and M1R3 with M3R1, M3R2, and M3R3 
show that the MIL ellipse orientation coincided with the voids orientation.

5.5 PZT Ceramics and Fabric Tensor C onstruction M ethods

Here we construct three different fabric tensors for each PZT ceramic micrograph, 

PZT1 (irregular pore) and PZT2 (spherical pores). This procedure is to investigate 

the effect of the method of determination of fabric tensor (MIL, SVD, and SLD) on
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the apparent elastic stiffness tensors. The fabric tensors for each of the PZT ceramic 

micrographs were constructed using these three method by the QuantSD commercial 

software. The symmetric Galerkin boundary element method and volume averaged 

stress and strain were also used to compare the stiffness tensors from each method. 

The PZT ceramic samples which were characterized in [75] are reanalyzed here.

Three fabric tensor construction methods (MIL, SVD, and SLD) were used to 

construct the fabric tensor for each sample, and then the eigenvalues were extracted 

and properly normalized as zi and zg for the two-dimensional analysis. For the two- 

dimensional problem studied here we assume z2 =  z3 in order for E2 = Eg, z/12 =  

i/is and G 1 2  = Gig from Eq.(2.30). Also, the eigenvectors corresponding to the 

fabric tensor eigenvalues were extracted from the image analysis, see Table 5.10. The 

eigenvectors are needed to know the orientation (9) of the principal material axes 

relative to the (x, y) coordinates fixed by the boundaries of the micrograph. It is in 

the principal material axes where the relationships given by Eq. (2.30) are valid. It 

has been shown in previous studies [7], [69], [70] th a t the principal axes of the fabric 

tensor are coincident with the principal axes of the material.

As previously shown in Chapter 2, the PZT1 ceramic with irregular pores and 

PZT2 with spherical pores were discretized for analysis by SGBEM with three types 

of boundary conditions. When the volume averaged stresses and strains are computed 

from the boundary element analysis, using static uniform boundary condition, SUBC, 

a system of five equations (in two dimensions) can be formed and the four material 

properties needed to compute the apparent stiffness tensor can be obtained. Note 

that since we are calculating the apparent stiffness tensor in the principal material 

coordinates, we must first transform the stresses and strains used in the volume 

averaging to the principal material coordinates. This is straightforward since we 

know the rotation angle from the eigenvectors of the fabric tensor, and the tensor 

rotation can be performed using standard transformation methods. The results for
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the elastic constants are shown in Table 5.11. Note in Table 5.11 th a t the elements 

of the apparent stiffness tensor of PZT1 and PZT2 are compared with the apparent 

stiffness tensor values obtained from volume averages calculations.

Table 5.10: MIL, SVD, and SLD fabric tensor eigenvalue and Zysset constants k, l  
for PZT1 and PZT2.

MIL SVD SLD
PZT1

Zl
22
0°
k
I

1.0612
0.9687

41.13
3.6621
0.4395

1.1681
0.9159
43.27

3.7021
0.2011

1.2171
0.8915

38.52
3.592

0.1590
PZT2

Zl
Z2
0°
k
I

1.0306
0.9847

27.83
3.2851
0.5495

1.2201
0.8900

33.82
3.4011
0.2201

1.0682
0.9659

22.94
3.3980
0.6144

Table 5.11: Apparent elastic constants of PZT1 and PZT2 using MIL, SVD, SLD, 
and volume averaging methods.

MIL
(% Difference)

SVD
(% Difference)

SLD
(% Difference)

(cc)

PZT1
E 1 92.89 90.49 93.67 92.76

(2.74) (2.44) (0.98)
e 2 85.00 82.06 84.84 85.32

(2.41) (3.81) (0.55)
(312 35.85 35.31 36.53 35.18

(0.96) (0.39) (3.85)
PZT2

E, 100.67 104.78 104.24 101.31
(0.14) . (3.51) (2.89)

e 2 94.36 91.27 92.11 94.01
(2.35) (2.90) (2.01)

012 33.94 40.09 38.90 39.00
(3.68) (2.81) (2.97)
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5.5.1 PZT Ceram ics Fabric A nalysis R esults and D iscussions

Having estimates of the apparent stiffness tensor as well as the eigenvalues of the 

fabric tensor using the three methods mentioned previously, we may now estimate 

the constants k,£ appearing in Eq. (2.30) for each method. Since the bulk material 

is assumed to be isotropic, we use E 0 =  165 GPa and vq = 0.22 [75]. The results are 

given in Table 5.11 where the SUBC boundary conditions results from volume aver

ages calculations were used to perform a least-squares estimate for k, £. Predictions 

for Ei  as a functions of vs using Eq. (2.30) and the constants in Table 5.10 are shown 

in Figure 5.12 and Figure 5.13, respectively. These plots show an excellent agreement 

with experimental results for Ei  as was reported in [75] for each sample. The fabric 

ellipses for PZT1 and PZT2 using the three construction methods are shown in Fig

ure 5.14 and Figure 5.15, respectively. From these plots we note that the ellipses are 

not in good agreement for the three methods. This will slightly affect the calculation 

of predicted apparent elastic constants which leads us to look for uncertainty in theses 

value and the its impact on our calculation. The errors and uncertainties in fabric 

tensor eigenvalues will be discussed in details in Chapter 6.
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Figure 5.12: Variation of Ei with volume fraction for PZT1 (irregular pores). The 
circles represent the experimentally measured values [75].

o  E1 Experiments
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Figure 5.13: Variation of Ei with volume fraction for PZT2 (spherical pores). The 
circles represent the experimentally measured values [75].
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Figure 5.14: Fabric tensor ellipses for PZT2 from MIL, SVD, and SLD measurements.
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Figure 5.15: Fabric tensor ellipses for PZT1 from MIL, SVD, and SLD measurements.

83



CHAPTER 6

SENSITIVITY ANALYSIS OF FABRIC TENSORS AND APPARENT ELASTIC

CONSTANTS

Regardless of precision and accuracy, every physical measurement is usually sub

ject to a certain degree of uncertainty. This is caused by two factors, the bias (sys

tematic) error, which is the limitation of the measuring instrument and the precision 

(random) error results from physical limitations of the analyst. In order to provide 

an accurate measurement of uncertainty, error propagation of the measurements is 

introduced and analyzed in this chapter. Error propagation is also known as the 

propagation of uncertainty and is defined as a calculus-derived statistical calculation 

designed to combine uncertainty from multiple variables or the effects on a function 

by a variable’s uncertainty [75].

6.1 Precision  and Bias Errors

All measurements are subjected to several different types of errors. Typically, all 

error and uncertainties in measurements are due to either precision (random) error or 

bias (systematic) errors. Some of these errors are made in calculations or in computer 

readings which are not considered in error analysis. Precision errors usually result 

from the human skills needed to measure and analyze under good conditions, and most 

often result from limitations in the tools or methods used to make a measurement. In 

contrast, bias errors are reproducible errors that are consistently in the same direction, 

and often due to a problem which persists throughout the entire process of measurand. 

Calibration of the machine being used, or incorrectly reading an instrument in the 

wrong way would cause a systematic error. These errors are statistical fluctuations 

in the measured data due to the accuracy limitations of the tool. In fact, working on 

limiting and reducing these error takes a lot of effort and time.
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For bias error, the following terms are used to describe the quality of an instru

ment’s readings [2]:

1. Accuracy. The difference between the measured and true value. The accuracy 

of a measurement is the closeness of agreement between the test result and the 

true value.

2. Precision. The difference between the instrum ent’s reported values during re

peated measurements of the same quantity. This value is determined by statis

tical analysis of repeated measurements.

3. Resolution. The smallest increment of change in the measured value from in

strument.

4. Sensitivity. The change of an instrum ent’s output per unit change in the mea

sured quantity.

DistnbwtkmxSf
me&sura#^!MB3

fîHsasyred valus True valus

Figure 6.1: Precision and bias errors [68].
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6.2 U ncertainty

The error in any measurement of a particular quantity is the difference between 

the measurement and the “true value” of this quantity. As previously mentioned, 

in uncertainty estimation we deal with two types of error, precision (random) and 

systematic error or bias-, and two classes of experiments, single sample experiments 

and repeated sample experiments. A sample in this case refers to an individual 

measurement of specific quantity. The measurement uncertainty is composed of bias 

and precision errors. Bias error is a non-statistical, and precision errors are associated 

with random effects and are most commonly estimated using statistical techniques 

[75]. When we construct the fabric tensor (measurand) for a porous material several 

times, we have repeatedly sampled that particular fabric tensor. With such repeat 

sampling, we can, for example, statistically estimate the distribution of precision 

errors in the fabric tensor measurement. If we have only one measurement, our result 

does not reveal the distribution of the precision error. In that case, we must resort 

to other means for estimating the precision error in our result [2].

The remaining sections of this chapter are devoted to estimating precision errors 

in the fabric tensor for PZT ceramic. Procedures for statistical analysis of precision 

error in repeated sampled fabric tensor eigenvalues are determined. After determining 

the individual precision uncertainty in measurement of fabric tensor eigenvalues, we 

must combine them to obtain the to tal uncertainty Uz for each eigenvalue to calculate 

the uncertainty in the apparent elastic constants.

If we have both bias and precision error observed in the measurement process, 

then we must combine them to obtain the total uncertainty Uz in our result for z* as

UZ = (B2Z + P l ) 05 (6.1)

where B z  is the bias uncertainty and Pz  the precision uncertainty. Eq.(6.1) show 

that algebraically adding B z and Pz gives an uncertainty that roughly covers 99% of



the data.

6.3 Theories Based on the Population and Sam pling

Practically, we are able to analyze samples from which to extract statistical infor

mation. In most cases, it is impossible to analyze the whole population. Nevertheless, 

some useful results can be established at the outset by considering the properties of 

the entire population. If we have a big population of data, which is not the case here, 

each datum represents a measurement of a single quantity, and we assume each da

tum differs in magnitude from the rest only as a result of precision error. Effectively, 

each time a different number of the population is randomly selected and measured 

and has its own a precision error. The probability of getting a specific value of x 

depends on the magnitude of x, and the probability distribution of x-values is de

scribed by a probability density function (PDF), /(x ) , which has a variety of shapes 

and could be determined by the nature of our data. For instance, the precision error 

is often distributed according to a curve given by Gaussian distribution or student 

t-distribution [2]. For an infinite population, the mathematical form for a Gaussian 

probability density function is

'  (6 .2 )

where x is the magnitude of a particular measurement, fi is the mean value of the 

entire population, and a the standard deviation of the entire population.

6.4 Statistics to  Estim ate Random U ncertainty

In any numerical calculation, we deal with samples from a population and note 

that the data do not always abide by a Gaussian distribution. If not, like in our case 

here, we must use another method, such as the student t-distribution. Basically, in 

this method we are looking to use average values from the sample to estimate the

/ c e  =
Ux/^TT
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mean or standard deviation. Thus, If a large number of measurements are taken with 

equal care, then the average (true value) of these n measurements, x, is

n

% =  (6.3)
i=l

and the standard deviation of the population, Sx is given by,

Sx =  ^j{Xl ~  Æ)2 +  (X2 T* z Æ  = (6.4)

where u =  (n — 1) is the degrees of freedom.

In general, the Gaussian distribution method is used for large sampling and the 

student t-distribution is used for small sampling. Confidence intervals can be deter

mine for each method. The ASME/ANSI standard on uncertainty calls for specifica

tion of the precision error in x by

■Px =  Æ ( c % )  (6.5)
v ^

where t depends on the degrees of freedom in calculating Sx and confident interval 

assigned. An im portant aspect of this methodology, is that the degrees of freedom 

associated with cited estimates of precision should be calculated and quoted. This 

becomes im portant when the number of degrees of freedom in the result is small, so 

that error limits and propagated errors have student t-distribution not Gaussian error 

distribution. Even if it is assumed that the individual measurements are distributed 

according to a Gaussian distribution, the true standard deviation for an average of n 

samples, x, is not known and must be calculated from the data [2].

The appropriate distribution for small population data is the student t-distribution. 

The difference between the Gaussian and student t-distributions is generally not im

portant when the number of degrees of freedom exceeds about thirty, but for small 

data sizes the differences can be very significant [62].



Procedure

1. Determine the mean value, x, and the standard deviation estimation, Sx, for n 

measurements.

2. Determine the t-value from tables for (v = 1 — (c/100)) (for a given c in % 

where c is the confidence).

3. Form the confidence intervals (note with upper and lower bounds) :

Typically, we’d like to have some guarantee x and Sx accurately approximate the 

corresponding values for the population and to infer the probability distribution of 

the population from that of the sample. For small samples (n <  30) knowledge of 

distribution is assumed in estimating the uncertainty of x. [75] provides tables and 

details on the statistical analysis by using Gaussian and Student-t distribution.

6.4.1 Student t-distribution (small sample sizes)

The student t-distribution or was formulated by W.S. Gosset, a scientist in the 

Guinness brewery in Ireland, who published his formulation in 1908 under the pen 

name (pseudonym) “Student” . The student t-distribution can be defined as being 

the distribution of the random variable, t, defined as

* = ÏtJ (6-6)

where x is the sample mean, /i is the population mean, Sx is the standard deviation 

of the sample, and n is the sample size. The distribution of the t statistic is called 

the t-distribution or the student t-distribution. In other words, suppose we have a 

simple random sample of size n drawn from a normal population with mean x and 

standard deviation Sx. Then the quantity has a t distribution with n — 1 degrees of 

freedom.



Note that there is a different t distribution for each sample size. When we speak 

of a specific t distribution, we have to specify the degrees of freedom v. The degrees 

of freedom for this t statistic comes from the sample standard deviation Sx in the 

denominator of Eq.(6.8).

The t distribution curves are symmetrical and bell-shaped like the normal distri

bution and have their peak at 0, see Figure 6.2. However, the wings of the curve are 

more fiat than tha t of the standard normal distribution shape. Consequently, since 

Sx is a random quantity varying with various samples, the variability in t is more, 

resulting in a more spread. As the degree of freedom become large, the t-distribution 

approaches the Gaussian (normal) distribution.

ô

Figure 6.2: Comparing a student t —distribution with the standard normal distribu
tion N  [42].

Moreover, since the t-distribution is a PDF, the probability that t will lie in interval 

t2 — ti is equal to the area beneath the curve a  between t2 and C. For n > 30, the 

two distributions are the same. For simplicity, the area under the t-distribution is 

tabulated in tables, for instance, see [2]. Since the t-distribution is symmetric, and we 

want a two-sided confidence interval with confidence c%, the lower and upper bounds 

on the mean are determined. The true mean value lies in the interval
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where a  =  1 — c is the level of significance and v = n —1. At proper confidence level 

c%, this confidence interval defines the precision uncertainty in the value x  as

This precision uncertainty is what we need in Eq. (6.1) for the total uncertainty Uz-

6.4.2 Propagation of Error and U ncertainty

Normally, not all uncertainties are small or equal. Therefore, the evaluation of the 

uncertainty in engineering measurements is a task that cannot be neglected. Conse

quently, the ability to properly combine uncertainties from different measurements is 

not an easy task. Error propagation in numerical values comes in diverse ways: input 

data, different observers, sample differences, etc. For uncertainties in the indepen

dent variables, the procedure rests on a statistical theorem that is exact for a linear 

function y of several independent variables aq with standard deviation cq. Basically, 

the standard deviation of a measurement gives the sense of the error and the theorem 

of propagation of uncertainty states that the standard deviation of y is

In the same way, we may consider %/ as a function of several independent measured 

variables, x\,  X2 , ..., xn. For example, in this dissertation we use a model for the elastic 

constants which are defined as a function of the fabric tensor eigenvalues z\ and z2. 

Each measured variable has an some uncertainty, u ï ,U2 1u3 and these uncertainties 

lead to uncertainty in y which we call Uy. To estimate Uyi we assume that the 

relative uncertainty in each quantity is small so that a first order Taylor expansion of

(c%) (6.8)

(6.9)



y{x\,X 2 , x n) provides a good approximation,

U2 + — +

(6 .10)

Under this approximation, y is a linear function of the independent variables. Now we 

can apply the theorem, assuming tha t uncertainties will behave much like standard 

deviations,

As mentioned previously, the uncertainties ui may be either bias or precision un

certainties. The estimation of uncertainty is obtained by assuming each of the mea

surements was made under the same conditions, is independent, and the distribution 

from each measurement follows a t-distribution. In this way, the actual uncertainty 

is computed like a sample standard deviation. [2]. Eq.(6 .11) can be simplified when y 

has certain common functional forms as in the Zysset model, Eq.(2.30), that we used 

in this dissertation.

6.5 Sensitivity of Elastic Constants of  PZT Ceramics to  Fabric Tensors

The relationships between the stiffness and fabric tensors has been established 

using two different approaches, Cowin [7] and Zysset [77]. This dissertation has used 

the relationship derived by Zysset [77] to predict the relation between the elastic 

constants and fabric tensor eigenvalues. Here we also use this relation to determine the 

uncertainties in elastic stiffness of the PZT ceramics. The Zysset relations, presented 

earlier in this dissertation, are

(6 . 11)

(6 .12)
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The uncertainties in zi and z2 for each sample are calculated by using the student 

t-distribution. We then determine the uncertainties in E2, and E2, from Eq.(6 .11) as

^  =  V l § ^ )  = l § ^ l

where UZl, and UZ2 are the uncertainties in zi, z2, respectively, and

E l  =  E o v t M i # - 1 (6.14)

^  =  E0vks (2£)zle- \

The uncertainty in Poisson’s ratio ^  is given by

where

^  = + ( ^ l  (6.15)

=  z/oZgZi  ̂ (6.16)

5^12 £ £—1
- g -  =  ^ * 2

The uncertainty in shear modulus Gÿ is calculated from

^  =  (6.17)

where
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dG\2
<9zi

dG\2

G ovks

G o v ^z lz1!

s—2̂ 1

k ô „£ ̂ ,t— 1

(6.18)

6.6 Uncertainty Results and Discussion

There are two approaches in determining the uncertainty in fabric tensor eigen

values Uz-, of PZT ceramics. For the first case we consider the construction of the 

fabric tensor by using only the mean intercept length (MIL). This process of con

structing the MIL was conducted multiple times to obtain 25 measurements for each 

PZT ceramic micrograph, see Table 6.1 and Table 6.2. Here, only precision error is 

considered. The precision error in the fabric tensor eigenvalues can be averaged to 

find a 95% confidence interval. The standard deviation Sx and mean value x were 

calculated. To find the uncertainty in this mean value x, the precision uncertainty 

must be estimated using the student t-distribution. From student t-distribution ta

bles [2] with a degree of freedom, u =  25 — 1 =  24 and a = (1 — 0.95)/2 =  0.025, 

we obtain tajV = t o . 0 2 5 , 2 4  — 2.064. Applying Eq.(6.7) and Eq.(6 .8 ) we then calculate 

the uncertainty in each of the fabric tensor eigenvalues see Table 6.3 for PZT1 and 

PZT2. Finally, we use Eq. (6.13) to Eq. (6.17) to determine the uncertainty in the 

elatic constants of PZT ceramics. These values are also reported in Table 6.3.

From Table 6.3, we note that the uncertainties in fabric tensor eigenvalues of PZT2 

is higher than PZT1. Also the uncertainties in the fabric tensor eigenvalues zi for the 

two samples is larger than Z2  uncertainty. The uncertainties in Young’s module E\ in 

both PZT ceramics are the higher, where the uncertainty in Poisson ratio z/ 12 is the 

smallest.
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Table 6.1: z \  and Z2 for PZT1 Ceramic Using MIL Method and Calculation of Mean
and Standard Deviation.

Number of reading Zl Z2
PZT1

1 1.0612 0.9687
2 1.0626 0.9687
3 1.0617 0.9692
4 1.0681 0.9659
5 1.0688 0.9656
6 1.0419 0.9790
7 1.0411 0.9795
8 1.0407 0.9797
9 1.1246 0.9377

10 1.1199 0.9401
11 1.1139 0.9431
12 1.1819 0.9091
13 1.1009 0.9495
14 1.1860 0.9070
15 1.0615 0.9699
16 1.0817 0.9591
17 1.0897 0.9552
18 1.0000 1.0000
19 1.1443 0.9278
20 1.1754 0.9123
21 1.2235 0.8883
22 1.2097 0.8951
23 1.2498 0.8751
24 1.1411 0.9295

. 25 1.6161 0.6919
Mean x 1.1306 0.9347

Standard Deviation Sx 0.1201 0.0600
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Table 6.2: z i  and zg Data for PZT2 Ceramic Using MIL Method and Calculation of
Mean and Standard Deviation.

Number of reading ■ Z2
PZT2

1 1.0306 0.9847
2 1.0317 0.9841
3 1.0617 0.9756
4 1.0623 0.9688
5 1.1720 0.9140
6 1.1379 0.9311
7 1.0101 0.9949
8 1.0064 0.9968
9 1.0150 0.9925

10 1.0614 0.9693
11 1.1091 0.9454
12 1.1177 0.9411
13 1.1491 0.9254
14 1.0733 0.9634
15 1.0081 0.9960
16 1.0092 0.9954
17 1.0752 0.9624.
18 1.0000 1.0000
19 1.0695 0.9652
20 1.0948 0.9526
21 1.0874 0.9563
22 1.1022 0.9489
23 1.1228 0.9386
24 1.1434 0.9283
25 1.0926 0.9537

Mean x 1.0737 0.9634
Standard Deviation Sx 0.0507 0.0255

Table 6.3: Calculation of elastic constants uncertainties with E 0 = 165 GPa, z/0 = 
0.22, and ta/ 2 ,v — 2.064.

X s x t a / 2 , v Uz U e i Ue2 % 12 Uu12
PZT1

Zl
Z2

1.1306
0.9347

0.1201
0.0600

2.064
2.064

0.0496
0.0248

3.7031 1.8723 0.8312 0.0119

PZT2
Zl
Z2

1.0737
0.9634

0.0507
0.0255

2.064
2.064

1.1063
0.9469

2.2582 1.1284 0.5098 0.0051
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We next consider uncertainties in the fabric tensor eigenvalues constructed for 

each PZT ceramic using the three methods were employed in Chapter 2 (MIL, SVD, 

SLD). As we have done before, the uncertainties in each of the elastic constants are 

calculated based on the uncertainties of the eigenvalues from each method. To find 

the uncertainty in the mean value, the precision uncertainty must be estimated using 

the student t-distribution because of the small sample data. From the student t- 

distribution table [2] with a degree of freedom v = 3 — 1 = 2 and a =  (1 — 0.95)/2 =  

0.025, we obtain ta v̂ = £0.025,2 =  4.303. Applying Eq.(6.7) and Eq.(6 .8) again, the 

calculation of the uncertainties in each of the fabric tensor eigenvalues and the elastic 

constants are listed in Table 6.4 and Table 6.5, respectively, for both PZT1 and PT2 

samples.

Table 6.4: Calculation of the eigenvalue uncertainties using MIL, SVD, and SLD.

MIL SVD SLD X u z
PZT 1

Zi
Z 2

1.0612
0.9687

1.1681
0.9159

1.2171
0.8915

1.1488
0.9254

0.0797
0.0395

0.1981
0.0980

PZT2
Zi
Z2

1.0306
0.9847

1.2201
0.8900

1.0682
0.9659

1.1063
0.9469

0.1003
0.0501

0.2493
0.1246

Table 6.5: Calculation of elastic constants uncertainties with E0 = 380 GPa, v0 = 
0.22, and M/2,u =  4.303.

MIL SVD SLD u z u El Ue2 Ci/12
PZT1

Zi
Z2

1.0612
0.9687

1.1681
0.9159

1.2171
0.8915

0.1981
0.0980

6.4522 3.6345 1.4894 0.0451

PZT2
Zi
Z2

1.0306
0.9847

1.2201
0.8900

1.0682
0.9659

0.2493
0.1246

9.9625 5.4316 2.2844 0.0580

Results listed in Table 6.4 present the uncertainties in fabric tensor eigenvalues 

as well as in the elastic moduli of the PZT ceramics. The uncertainties in the fabric 

tensor eigenvalues z± for the two samples is larger than 23 uncertainty. Where, the
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uncertainties in the fabric tensor eigenvalues of PZT2 are bigger than PZT1. Also, 

for both PZT ceramics, this table shows that the Young’s modulus Ei has the highest 

uncertainty, where the uncertainty in Poisson ratio is the smallest.

The presented treatment of uncertainty in the PZT ceramic properties is of equal 

importance to the engineering industries and material applications. We have pre

sented a framework for quantifying uncertainty in apparent elastic properties of PZT 

ceramic, estimated with the multiple measurements of fabric tensor. The presented 

results shows that we should increase the number of specimens used in the fabric 

tensor measurements to achieve the requested confidence level. This will provide in 

one hand insight to the designers and certification bodies on the quality of the mea

surements on material properties, irrespective of whether these are related to stiffness 

or strength issues. On the other hand, thorough examination of the uncertainty in

troduced in the apparent properties following specific test procedures, will lead to an 

improvement of the test procedures applicable to a wide range of porous solid [41].

6.7 Conclusion

To identify the errors and the uncertainties for our fabric tensor measurement, 

the concept of uncertainty have been reviewed and two techniques for estimating 

the propagation of uncertainty are presented. Basically, the two methods described 

here are not the only techniques available, but they are the most widely used. The 

measurement uncertainty may not be commonly applied as it should be in numerical 

and experimental investigations. A general review of student t-distribution is made 

of our data to determine the uncertainty in the numerical results. For the sake of 

simplicity, only precision error is considered and the difference between uncertainties 

in the model, micrographs, or in computer simulations are ignored. The main ob

jective from this chapter is an appreciation for the term  used in specifying expected 

errors for model, micrographs, calculations, etc. In particular, the uncertainty in



fabric tensor eigenvalues of PZT ceramic models were calculated, and consequently, 

the uncertainty in the apparent elastic constant is determined using two approaches.
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CHAPTER 7

CONCLUSIONS AND SUGGESTION OF FUTURE WORK

Concluding remarks on numerical homogenization, symmetric Galerkin boundary 

element method, and the fabric tensor approach are presented in this Chapter. After 

presenting our conclusions, we present a several ideas for future research topics in 

this area.

7.1 Conclusions

The study performed in this dissertation establishes a numerical process for mod

eling of porous materials utilizing the boundary element method and a fabric tensor 

approach. Here, we evaluate the effectiveness of our approach for single-phase, voided 

materials. We summarize our conclusions for analysis: homogenization theory, fabric 

tensor descriptor methods and measurements error, in the following paragraphs.

• Homogenization theory. With such an approach, a representative volume ele

ment (RYE) is sought which is representative of the material behavior including 

microstructural features that may affect the stress analysis. Here, we used the 

RYE approach and extracted the effective elastic constants from numerical ex

periments, where the elastic constants related to volume averages of stress and 

strain. In some engineering problems, its impossible to identify a material RYE, 

or the size of the RYE may be far too large in comparison to the mechanical 

component under consideration. For this reason we constructed a volume ele

ment (YE) which is smaller than RYE to determine apparent elastic constants 

for porous solids. The dependence of apparent elastic constants on the bound

ary condition imposed are proved numerically. The apparent elastic constants 

are varied with the position of the volume element in the porous structure. Con

sequently, we compute the apparent elastic constants in such a way tha t the Hill
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criterion is satisfied through appropriate choices of the boundary conditions.

In terms of boundary condition, three types of boundary conditions were im

posed on the RYE, namely: displacement uniform boundary conditions (KUBC), 

static uniform boundary conditions (SUBC), and mixed boundary conditions 

(MUBC). A comprehensive study has been performed on the impact of these 

types of boundary conditions on the effective and apparent elastic stiffness ten

sors of the porous solids. The boundary conditions which satisfy the Hill cri

terion, are imposed on volume elements to extract the elastic properties of 

heterogeneous materials through the concept of homogenization. To satisfy the 

ergodicity assumption, we assumed that elastic properties extracted from the 

volume averages of stress and strain on the volume elements can be taken as 

the overall properties of the homogenized material.

Boundary integral equations needed for the calculation of volume averages of 

stress and strain were easily evaluated using boundary values from the boundary 

element analysis. Overall, the apparent stiffness tensors for mixed boundary 

conditions is shown to fall between the apparent tensors associated with the 

static and kinematic uniform conditions. Finally, we observed that as the size 

of volume element increases, the differences between apparent properties under 

different kinds of boundary conditions decreases.

• Fabric tensor and materials elastic stiffness tensor. We use the concept of a 

fabric tensor to predict the elastic constants of porous materials. The elastic 

constants could be found through the volume fraction and the fabric tensor 

eigenvalues. This allowed us to predict the variation of the elastic stiffness ten

sor as a function of the solid volume fraction, vs. For the porous solids consid

ered in this dissertation, the fabric tensors were constructed from mean intercept 

lengths (MIL), star-volume distribution (SVD), and the star-length distribution
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(SLD). In this approach, high resolution imaging software, Quant 3D, provides 

the fabric measurements from 2D gray scale images of the material. We in

vestigated the impact of the fabric tensor construction method on predictions 

of elastic constants in both idealized and actual materials. Despite some error 

in the measurements, these methods do not impact the prediction of elastic 

constants in a systematic way.

• Measurements Error. In this part of the dissertation we investigated the uncer

tainty in elastic properties of porous materials which resulted from the error in 

estimation of fabric tensors. The uncertainties in fabric tensor eigenvalues calcu

lated using the student t-distribution method. We found that the uncertainties 

in fabric tensor measurements leads to some errors in prediction of stiffness 

tensor. These errors are very small relative errors in the elastic constants. The 

uncertainties in Young’s moduli are slightly greater than uncertainties in other 

elastic constants because of the uncertainty in eigenvalue zi is bigger than Z2 in 

both samples .

7.2 Suggestion for Future Work

The results reported here have validated the concept of homogenization based on 

the fabric tensor and has laid a foundation for continued research based on this ap

proach. Here, a number of possible suggestions for future investigations are proposed.

7.2.1 Strength  of Porous Materials

For structural and load-carrying applications, every material has a certain strength 

in terms of stress or strain. To calculate material strength, we should calculate the 

stresses/strains in the material principal directions which can be done by transfor

mation of stresses from the global coordinates (from SGBEM) to local material coor

dinates as
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M z-%  =  [^]{(%}i_2 or {o-}i_2 =  [^r] (7.1)
{ ^  } 1—2 =  [Q] 1—2 { o ’} 1—2

where T  and Q are transformation matrices. By this we can apply the failure crite

ria in the material coordinate system. There are several theories of failure applied 

to anisotropic materials such as Tsai-Hill, and Tsai-Wu failure criterion. To apply 

these theories, biaxial testing is needed in addition to uniaxial testing which is achiev

able using SGBEM. In 2D principal stress space, an example of the Tsai-Wu failure 

envelope is shown in Figure 7.1.

It is necessary to deduce the proper scale for the corresponding idealization of ho

mogeneity for materials failure problems! Failure criteria and strength characteristics 

of porous materials in light of the failure mechanisms could be a new area of research 

based on a material’s fabric tensor.

▼

Figure 7.1: Tsai-Wu failure envelope [4].
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7.2.2 3D F abric  E las tic ity  R elations

The fabric is a measure used to describe and characterize a material’s anisotropy 

within a representative volume element through quantitative microstructural mea

surements. The second-rank fabric fabric tensor can be best viewed as a term in a 

tensorial series representation of an orientation distribution function. In this study, 

the fabric tensor was viewed as a quantitative measure of the structural anisotropy 

in porous solid utilizing SGBEM in two dimensional analysis. But, there was no 

investigations or analysis for three dimensional micrographs (Figure 7.2). Numerical 

modeling by boundary element analysis and the fabric tensor in three dimensions 

remains to be investigated for three dimensional porous structures. In boundary 

element meshing, three-dimensional boundary elements can either be flat sided or 

curved, and are generally triangles or quadrilaterals (Figure 7.2).

Figure 7.2: 3D metallic foam micrograph [4].
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7.2.3 F rac tu re  M echanics of P o ro u s  Solids U sing F abric  T enso r

In Chapter 5, the pore size distribution and aspect ratio in the structure was char

acterized in detail. We decreased the aspect ratio of the circular pore to (a/6 = 0.1), 

where a and 6 are the short axis and long axis length of the elliptical pores, respec

tively. But, if we keep decreasing the aspect ratio the pores will converted to cracks 

inside the structure Figure 7.3. A crucial component for analyzing crack extension 

is the ability to predict the crack initiation, stress intensity factor (fracture tough

ness) and crack path. SGBEM is an excellent method to investigate the properties of 

fracture initiation and propagation (Figure 7.4).

Figure 7.3: Model used in this work with pore converted to cracks.

The literature is rich in new developments in the composite and porous solids tech

nology. But damage mechanics in single-phase porous materials is a rather complex 

problem that has challenged researchers during the past few decades. More research 

is needed for a comprehensive understanding of porous media failure processes under
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different loading conditions.

Figure 7.4: Example of fracture paths in porous structure [15]
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APPENDIX - PROGRAMS DEVELOPED

The numerical simulation tool developed in MATLAB program for stress/strain 

volume averaged calculations is basically composed of two main program files and 

three subroutines. These programs and subroutines are presented here.

A .l  Stress/Strain Volume Averages M ATLAB codes

The main program for calculating the volume averaged strain from SGBEM stress 

analysis. Here A —file gives the x and y coordinates, V—file is for displacement 

information from SGBEM result file. Also, in the program we have to define the 

number of of structure sides NS and NV the number of voids in the model under 

consideration, r is the volume fracture of the material and H and a are the shape 

function variables.

Strain Class E

c l a s s d e f  S t ra in  < handle 
% St ra in  Class

methods ( S t a t i c  )
funct ion  E = C a l c u l a t e  ( X_file , U. f i l e  , NS, NV, a,  H, r ) 

disp ’ C a l c u l a t i n g  s t r a i n . . .  ’
[Nodes, MaxX, MaxY] = Node. Build ( X_fi le . U_f i l e ) ;
Elements = E l e m e n t . Bui ld (Nodes . NS , NV) ;
dH =  [ d i f f ( H ( l ) ,  a) d i f f ( H( 2 ) ,  a) d i f f ( H( 3 ) ,  a ) ] ;

E = z e r o s ( 3 , 1 ) ;  
for el = Elements

NX = sum(dH. * ( [ el . Nodes . y ] ) ) ;
NY = sum(—dH . * ( [ el . Nodes . x ] ) ) ;
UX = sum(H. * ( [ el . Nodes . b x ] ) ) ;
UY = sum (H. * ( [ el . Nodes . b y ] ) ) ;
E = E + [NX*UX; NY*UY; (NX*UY +  NY+UX) /2];

end
E = double ( in t  (E, a,  —1, 1) /  ( r *MaxX*MaxY) ) ;

end
end

end
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Stress Class

The main program for calculating the volume averaged stress S:

c l a s s d e f  S t re s s  < handle 
% S t r es s  Class

methods ( S t a t i c  )
f u n c t i o n  S = Calcula te  ( X_file , T_file . NS. NV, a,  H)

disp ’ Ca l cu la t i ng  s t r e s s . . .  ’
[Nodes,  MaxX, MaxY] = Node . Build ( X_file , T _ f i 1 e ) ;
Elements  = Element . Build (Nodes , NS. NV) ;
d H =  [ d i f f ( H ( l ) ,  a) d i f f ( H ( 2 ) ,  a) d i f f ( H ( 3 ) ,  a ) ] ;

S = zeros  ( 3 ,1 ) ;  
for  el = Elements

X = sum(H . * ( [ e l .  Nodes . x] ) ) ;
Y = sum(H . * ( [ el . Nodes . y ] ) ) ;
TX = sum(H . * ( [ e l .  Nodes . b x ] ) ) ;
TY = sum(H . * ( [ el . Nodes . by] ) ) ;
S =  S + [X*TX; Y*TY; (X+TY + Y*TX)/2] .*sqr t ( sum(

dH . * ( [ el . Nodes . x] ) ) "2 + sum(dH .* ( [ e l . No des
■ y ] ) ) ' 2 ) ;

end
S = double ( int  (S , a,  —1, 1) . /  (MaxX*MaxY) ) ;

end
end

end

This subroutine is only for classify the elements of the structure.

c l a s s d e f  Elem ent < handle 
% Element Class 
p r o p e r t i e s  

Nodes
end
methods ( S t a t i c  )

f u n c t i o n  Elements = Build (Nodes , NS, NV) 
i f  (NS < 3) 

r e t u r n  ;
end
Elements  — Element . empty () ; 
fo r s ide = 1 : (NS—1)

while ( ~ ( ( Nodes ( 1 ) .x =  Nodes (2) . x) && (Nodes (1) . 
y =  Nodes (2) .y) ) )

Elements ( end+1) . Nodes = Nodes ( 1 :3) ;
Nodes (1:2) = [] ;
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end
Nodes (1 ) = [ J ;

end

N = Elements (1) . Nodes ( 1 ) ; 
for side =  NS

while ( ~ ( ( Nodes ( 1 ) . x =  N.x)  && (Nodes (1) . y =  N.
y ) ) )

Elements (end +  1) . Nodes = Nodes (1:3) ;
Nodes (1:2) = [ ] ;

end
Nodes (1) = [] ;

end
if (NV < 1)

re t urn  ;
end

% Note : It is assumed that a ll  voids contain an equal 
amount of elements  

EpV = f loor ( length ( Nodes) /  (NV * 2) ) ; 
for void = 1 :NV 

N = Nodes ( 1 ) ; 
for E = 1 : (EpV— 1 )

Elements (end +  1) . Nodes = Nodes (1:3) ;
Nodes (1:2)  =  [] ;

end
for E — EpV

Elements (end +  1) . Nodes = [Nodes (1:2)  N] ;
Nodes (1:2) = [] ;

end
end

end
end

end

This subroutine is only for classify the three nodes of each element of the structure.

c l a s sd e f  Node < handle 
% Node Class

p r o p e r t i e s
x
y
bx
by

end
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methods ( S t a t i c  )
f u nc t ion  [Nodes,  MaxX, MaxY] = Build ( X. f i l e  , B -f i le )

XY = load ( X_f i le  ) ;
B = load ( B _f i le ) ;

Nodes ( l en g t h  (XY) ) = Node ;

for i = 1 : l en g t h  ( Nodes)
Nodes ( i ) . x = XY( i , 1 ) ;
Nodes ( i ) . y = XY( i ,2) ;
Nodes ( i ) . b x  = B ( i ,2) ;
Nodes ( i ) . by = B( i , 3 ) ;

end

MaxX = max (XY ( : , ! ) ) ;
MaxY = max (XY ( : , 2) ) ;

end
end

end

This subroutine called Script.

c l e a r ;  
clc ;
format  compact ; 
syms a ;
% S =  S t r es s  . Ca lc u l a t e  ( X_fi le , T-f i le  , NS, NV, a,  [HI H2 H3])NV

is the #  of
% pores  NS #  of model s id es  in case of r e c t a ng l e  NS—d t r i a n g l e  NS 

=  3 ...........
S = S t r e s s  . Ca l cu la t e  ( ’X . d a t  ’ , ’T . d a t ’ , 4, 9, a,  [ l / 2 * a * ( a  —1) (1 —a

) *(l +  a) 1 /2* a * ( a+1) ] )
% E =  S t r a in  . C a lc u l a t e  ( X . f i l e  , U_file , NS, NV, a , [HI H2 H3] , r )

where r is the volume f r a c t u r e  r a t i o  
E =  S t r a i n  . Ca l cu l a t e  ( ’X. dat  ’ , ’U. dat ’ , 4, 9, a,  [ l / 2 * a * ( a  —1) (1 —a

)*(l  +  a) l / 2 * a * ( a + l ) ]  , 0.97)
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A. 2 Quant 3D Output File

Here present two output files from QuantSD software.

A .2.1 MIL Calculation Output File

MIL c a l c u l a t i o n s  for sample:  1
Threshhold  range , BY/TV: 90.0000 — 255.000 0.948251
Random O r i e n t a t i o n s  : 1000
Vector sam pl ing :  Graphics
Random P o in t s  :. 2000 •
Data o r i e n t a t i o n  ( s t r i k e ,  dip , up) : 90.0000 0.000000 1
MIL E l l i p s e  E i g e n v e c t o r s :  Trend P lunge

0.999166 0.0406076 -0.00418269 87.6727
0.239651

-0.0406034 0.999175 0.00109310 177.673
0.0626302

0.00422363 -0.000922360 0.999991 282.319
89.7523

MIL E l l i p s e  E ig e n v a lu e s :
0.275417 1.87685 569.423

MIL E l l i p s e  (H) E igenva lues  :
0.711711 0.272637 0.0156524

MIL E l l i p s e  Tensor (M) :
0.288210 -0.0671873 2.40377

-0.0671873 1.87469 -0.523205
2.40377 -0.523205 569.412

MIL (H) DA I E Tb.N
45.4697 0.0219927 0.616928 6.59057

MIL Fabr ic  E i g e n v e c t o r s : Trend P lunge
-0.998671 0.0505584 0.0100468 92.8982

0.575649
0.0505868 0.998716 0.00259199 182.900

0.148510
-0.00990285 0.00309678 -0.999946 287.365

89.4055
MIL Fab r ic  E i g e n v a lu e s :

0.647973 0.333551 0.0184765
MIL F ab r ic  Tensor  :

0.647106 -0.0158658 -0.00627470
-0.0158658 0.334352 0.00113538

-0.00627470 0.00113538 0.0185421
MIL (F) DA I E

35.0701 0.0285143 0.485239
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A .2.2 SV D  and SLD Calculations Output File

S ta r  l e n g t h  and volume c a l c u l a t i o n s  for sample : 1 
T h r e s h h o ld  r a n g e ,  BV/TV: 91.0000 —255.000 0.944686
Random O r i e n t a t i o n s  : 1000
Vector  s a m p l in g :  G rap h ic s
Random P o i n t s  : 2000
Data  o r i e n t a t i o n  ( s t r i k e  , d i p ,  u p ) :  90.0000 0.000000
SVD E i g e n v a l u e s  : E ig e n v e c to r s

P lunge
0.813770 0.999874 -0.0158527

270.908 0.000000
0.186230 0.0158527 0.999874

180.908 0.000000
0.000000  0 .000000 0.000000

270.000 90.0000 
SVD F a b r i c  Tensor  :

0.813612 -0.00994697 0.000000
-0.00994697 0.186388 0.000000

0 . 0 0 0 0 0 0  0 . 0 0 0 0 0 0  0 .000000
SVD DA I E Sum ( tau)

I n f  0 .000000 0.771151
SLD E i g e n v a l u e s  : E ig e n v e c to r s

Plunge
0.668935 0.999991 -0.00415241

270.238 0.000000
0.331065 0.00415241 0.999991

180.238 0.000000
0 . 0 0 0 0 0 0  0 . 0 0 0 0 0 0  0 .000000

270.000 90.0000
SLD F a b r i c  Tensor  :

Trend

0.000000

0.000000

1.00000

2.82957e+007
Trend

0.000000

0.000000

1.00000

0.668929
-0.00140296

0.000000 
SLD DA I

In f

-0 .00140296 0.000000
0.331071 0.000000
0.000000 0.000000

E Sum ( tau )
0.000000 0.505086 17274.0

T h ick n e ss  (minimum l i n e  l e n g t h  at  each point . non—zero p o in t s  
only)

SkewnessMean V a r ia n ce
Max

1.65552 0.430431 
3.39647

T h ick n e ss  h i s to g ra m  
bin num. norm

0.188693 
0.566079 
0.943464

-0 .153742

96
87

148

K u r t o s i s 

-0.0488055

Min

0.0360000

0.0492055
0.0445925
0.0758585
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1.32085 615 0.315223
1.69824 153 0.0784213
2.07562 545 0.279344
2.45301 199 0.101999
2.83039 68 0.0348539
3.20778 40 0.0205023
3.58516 0 0.000000
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