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ABSTRACT

An imaging system that extracts a weakly modulated image from a large con­

stant background irradiance and from noise is developed and mathematically ana­

lyzed. Focal plane processing functions that synchronously manipulate charge are 

incorporated into the interline transfer CCD. The focal plane processing improves 

the imaging system’s signal-to-noise ratio through synchronous integration.

An integration threshold feature, specifically implemented in the interline trans­

fer CCD architecture, is also investigated. This feature creates a dead-hand threshold, 

which accumulated charge must surpass prior to integration. The mechanism is de­

signed to reduce the integrated amount of constant background irradiance.

The imaging system and the incident irradiance are mathematically modeled us­

ing fundamentals from linear systems theory. The focal plane processing functions 

give rise to two operational modes; a gated integration mode and a heterodyne de­

tection mode. Both modes are analyzed with the irradiance model. The analysis 

is made in the context of extracting modulation depth in a pump-probe absorption 

spectroscopy diagnostic.

The framework of the analysis included throughout this investigation is con­

structed from flexible and fundamental tools. These tools are based on communi­

cations and linear systems theories. The results of the analysis show that complex 

systems can be successfully modeled and investigated with this underlying approach.

The work has relevance in the advancement of imaging technologies for special­

ized applications and scientific diagnostics.
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Chapter 1 

INTRODUCTION

1.1 General Introduction

Charge-coupled devices (CCD) have long been the transducer of choice for ac­

quiring spatially resolved, two-dimensional data in the form of images. Complimen­

tary metal-oxide-semiconductor (CMOS) active pixel sensors (APS) have also made 

an impact in the imaging market, albeit less of an impact in the scientific imaging 

community (Janesick et al, 1987; Possum, 1993). The ability for both technologies 

to acquire spatially resolved information is widely understood and, thus, commonly 

used to enhance instrumentation and measurement systems.

In many implementations, the data, in the form of images, is first acquired and 

stored and then digital processing is performed to extract, from the images, useful 

information. The desired information is often in the form of spatial anomalies that are 

contained in the image space of an image frame. In this case, spatial data processing 

or image processing is performed to extract object features (Snyder et al, 1993; Chitti, 

1997).

An imaging system can also provide information in other dimensions. Spatial 

information from an imaging system accounts for two of the four possible dimensions 

that can be used to provide information about the object space. The other two 

dimensions are the time dimension and the spectral dimension (Haas et al, 1979). 

Temporal information can be acquired by processing a series of frames. Spectral
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information is contained in the imaging system’s electrical response to the wavelength 

of light incident on the array, which is defined as the quantum efficiency of the device.

The focus of this thesis is on temporal information that is gathered in two spatial 

dimensions, as images. The temporal operation of an imaging system is investigated. 

The intent is to determine a method for extracting temporally resolved information 

from the object space projected onto the detector plane. The signals of interest are, 

therefore, contained in a set or a series of frames, as shown in Figure 1.1.

ime

F ig . 1.1. Signal of interest contained over a series of images in the time domain

Because of the time required to transfer an image out of an array and digitize each 

pixel, use of CCDs and CMOS APS for acquiring temporally resolved information is 

not very common. In order to make imaging systems more attractive as transducers 

that can provide temporally resolved information, processing functions have been 

incorporated into the array at the focal plane or pixel level (Takeda & Kitoh, 1991; 

Spirig et al, 1995; Povel, 1995; Eklund et al, 1996; Mendis et al, 1997). Focal plane 

processing functions provide the means to extract images of interest and attenuate 

unwanted components prior to image readout and digitization. This technique opens
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up temporal processing possibilities by operating on the temporal information before 

the high temporal frequency (in distinction from spatial frequency) components of 

the object space are eliminated by the read out process (Fossum, 1993; Seitz, 1996)

It is difficult to incorporate sophisticated focal plane processing while maintain­

ing high spatial resolution. As the complexity of the focal plane processing functions 

increases, so too does the chip area required to develop the processing circuitry (Fos­

sum, 1989; Fossum, 1993; Seitz, 1996; Eklund et ai, 1996; Mendis et al, 1997). An 

increase in the area of each pixel, therefore, results in a decrease in spatial resolution. 

A compromise must be made between the focal plane processing complexity and the 

spatial resolution.

This thesis investigates the temporal resolution that can be obtained by incorpo­

rating elementary processing functions at the focal plane in a commercially available 

interline transfer CCD. Since the CCD used in this work is a commercially avail­

able device, it has well defined spatial characteristics and is not specifically designed 

for temporal processing. Based on the interline transfer architecture, however, syn­

chronous charge maneuvering operations are incorporated into the imaging system. 

These operations are then used in conjuction with post processing calculations to 

extract a weakly modulated image from a large background irradiance.

1.2 Benefits and Application Extensions

The developments and findings in this work will prove beneficial to those pur­

suing research with selected laser based diagnostics and in particular laser based 

camera imaging applications. Because of the foundation upon which this work is 

based, its products, both physical and academic, contribute to the advancement of 

instrumentation and camera technology for laser based diagnostics. Certain laser
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diagnostic procedures and combustion studies can profit from the imaging system 

that is developed (Settersten, 1999; Brouillard et al, 2000). The camera imaging 

system contributes to the set of detection tools that are available for nonintrusive 

investigations that rely on modulated irradiance to extract information.

The technique with which the imaging system is analyzed will also benefit further 

studies in detection systems and instrumentation. Both the input irradiance and the 

imaging system’s detection process are modeled in the temporal frequency domain 

using linear systems analysis fundamentals. This modeling approach provides a broad 

representation and understanding of all the system parameters and processes, from 

the input irradiance to the power in the signal at the output. With this end-to- 

end understanding, design and development efforts can be prioritized toward those 

specific parameters and processes that will enhance the entire diagnostic system. The 

definition of the input irradiance and the analysis approach can also be extended to 

comparable investigations. Many of the models are created in a general manner and 

can be utilized in other optical signal processing investigations by inserting specific 

details that comply with the parameters of the comparable investigation.

Besides the application and analysis performed in this work, the problem of 

detecting a small modulated image in the presence of a large background irradiance 

and accompanying noise is exhibited in many applied imaging fields. As an example, 

guidance systems must be able to detect dim targets embedded in background clutter 

and noise (Haas et al, 1979; Tao et al, 1979). Also, in the medical diagnostic 

industry, imaging systems, which are constrained by excitation levels that maintain 

patient safety, must be optimized for the detection of small signals (Cunningham & 

Shaw, 1999; Belli & Farell, 1999). The results from this work, therefore, can prove to 

be beneficial to other such imaging applications.
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As this investigation has progressed, background free imaging applications and 

enhancements have also become apparent. The imaging system can be used to ex­

tract interference patterns, or fringes, generated with a coherent light source. This 

enhanced data, in the form of images, can be used by an intelligent computing system 

to measure objects and perform object recognition operations (Arai et al, 1996b). 

As a result, improvements in industrial robotic systems or systems that search for 

product defects may be realized.

Other background free applications that may benefit from the results contained in 

this work are, for example, three dimensional mapping and imaging in harsh weather 

conditions. Recovering phase information, with a heterodyne detection process, in 

images can lead to the measurement and mapping of terrain in the object plane. 

Finally, if processing similar to that which is discussed in this investigation is incor­

porated into devices that can detect infrared irradiance, imaging systems that are 

unconstrained by harsh weather, such as fog, may be developed.

A direct result of this work and a collaborative effort with an industrial partner 

is a commercially available imaging system that captures two separate, full-frame 

images with very small temporal separation. The ability to accurately control the 

potential barrier between the sensor and the vertical register on the interline transfer 

CCD provides a mechanism for capturing two images on the CCD chip prior to read 

out. By capturing both images on the chip before read out begins, the time separation 

between the two images is accurately controlled and, at the minimum, can be set on 

the order of nanoseconds. This is the first such imaging system of its kind to be 

developed and deployed in laboratory applications at the Colorado School of Mines 

and also at Stanford University.

This commercially available system has already been applied to pressure sensi-
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tive paint (PSP) diagnostics. PSP investigations, which use a specialized paint that 

fluoresces with an intensity that is a function of oxygen quenching, is used to deter­

mine the pressure and temperature of a structure under operating conditions. Often 

the characteristics of turbine blades and airfoils are analyzed with this diagnostic 

technique, which facilitates understanding of failure modes and provides knowledge 

that can be used to improve future designs. Development of the imaging system has 

resulted in the ability to produce elaborate, two-dimensional PSP fluorescence decay 

models (avoiding the “wind-off” measurement) and has extended the ability to gain- 

knowledge in PSP investigations (Brouillard et al, 2000).

The results of this work have also promoted the current development of a new 

solid-state imaging device that contains focal plane processing functions. The focal 

plane processing functions are designed specifically to extract a small modulated 

signal from a very large background irradiance. The results from this work have 

been used to direct the design of this new device, overcoming some of the application 

specific limitations that were set by the imaging system used in this investigation. As 

of this writing, fabrication of the new imaging device is underway.

In summary, this work has contributed to the state-of-the-art in instrumentation- 

quality imaging systems, through both a rigorous theoretical development and the 

practical development and testing of a prototype device. Although the work has 

centered around laser diagnostics in reacting flow fields, related applications are quite 

extensive and open new opportunities for two-dimensional imaging.

1.3 Laser Diagnostics

Motivating this investigation is the desire to acquire spectroscopic information in 

three dimensions, the time dimension and two spatial dimensions (a moving image).
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In this work, the irradiance is assumed to be monochromatic, thus, the spectral data 

dimension is not considered as a useful source of information.

The particular diagnostic application used to analyze the performance of the 

imaging system is pump-probe absorption spectroscopy (PPAS). PPAS is a tempo­

rally and spatially resolved laser diagnostic technique that can be used to measure 

concentrations of radical species in reacting flows. Detailed discussion on PPAS can 

be found in the dissertation by Settersten (1999).

PPAS is one of a variety of laser diagnostics well suited for investigating com­

bustion systems to increase upon the body of knowledge in this arena. Increasing 

the knowledge base of combustion systems is critical to the pursuit of efficient and 

environmentally safe energy sources (Eckbreth, 1996). An imaging system designed 

as the transducer for PPAS would enhance the tool set available to those seeking to 

contribute to the combustion knowledge base.

In the case of PPAS, the input to an optical transducer is the probe laser beam, 

after both it and the pump beam have crossed paths in a reacting flow field. The probe 

beam is comprised of a large steady state background, low frequency noise, photon 

noise, and a modulated information bearing signal that is orders of magnitude smaller 

than the steady state background (Linne et al, 1995b; Settersten, 1999). The ratio 

of the weakly modulated signal irradiance to the steady state background irradiance 

is defined as the probe beam’s modulation depth (Fiechtner & Linne, 1994). After 

measuring the probe beam with an optical transducer and determining the modulation 

depth, linear spectroscopic calculations can be performed to acquire number density 

information about the species being examined (Settersten, 1999). In order for the 

spectroscopic calculations to have merit, -the transducer must be able to resolve a 

modulation depth of at least 10-4 . A more desirable system would be able to resolve
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1.3.1 Mathematical Description of Objective

The probe beam is defined as the linear combination of four components; a steady 

state background, photon noise, low frequency noise, and a modulated information 

bearing signal. After a sample volume in the reacting flow field has been perturbed 

with a modulated pump beam, modulation is placed on the probe beam through 

molecular interactions within the sample volume (Settersten, 1999). The sample can, 

therefore, be considered the medium through which modulation on the pump beam 

is impressed onto the probe beam. Figure 1.2 provides an oversimplified illustration 

of the interaction process.

Sample
Volume

'robe

Detector

FlG. 1.2. Probe beam modulation through interaction with the sample volume, 
which has been perturbed by the modulated pump beam

Before the probe beam passes through the sample volume, it is comprised of 

only the steady state background level and noise. Considering for a moment only the 

steady state background, the probe beam is a constant irradiance. Once the probe
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beam passes through the sample volume, additional irradiance, which represents the 

modulated information bearing signal, is added to the constant irradiance. After 

passing through the sample volume, without considering noise, the probe beam is the 

superposition of a modulated irradiance and a steady state background irradiance, 

which is illustrated in Figure 1.3.

I
•S a

-lo ff.

Jl Modulated 
f  Irradiance

Steady State 
Background 

t  Irradiance
Tm 2Tn Time

F ig . 1.3. Probe irradiance illustration

The modulated signal added to the steady state background in Figure 1.3 is 

assumed to be the result from directly modulating the pump beam with a rectangular 

pulse train that has a period Tm. In this case, the pump cycles “on” and “off” at the 

modulation frequency, / m, which is 1/Tm. As a result, the probe beam irradiance, 

once it passes through the sample, increases when the pump beam is “on” and remains 

at its background level when the pump beam is “off”.

When the pump is “on”, the probe beam irradiance is defined as Ion, and when 

the pump is “off” , the probe irradiance is defined as /off. In order to calculate modula­

tion depth, /on and / 0ff need to be accurately measured. Once these irradiance values 

are known, the modulation depth, cvmod, is calculated by dividing the difference by 

the steady state background, which is / off.

L I,
C^mod

off ( i . i )
 ̂off



10

There is also noise in the probe beam irradiance, which is not illustrated in 

Figure 1.3. Intrinsically, the beam contains photon noise and low frequency noise that 

has a tapering 1 / f  spectrum (Linne et al, 1995b). Light sources by nature contain 

photon noise, which is a statistical property of the number of photons received during 

a given time period. 1 / f  noise, which presents itself as low frequency fluctuations in 

power, is also present in light sources and laser systems (Dereniak & Crowe, 1984; 

Eckbreth, 1996).

In order to mathematically model the probe beam irradiance, photon noise irra­

diance, Iw{t), and 1 / f  noise irradiance, /^(t), are linearly combined with the steady 

state background, Ip. The complete definition of the probe beam, Pr(t), after it passes 

through the sample volume, also contains the modulated information bearing signal 

(A(t) • so that

Pr(t) = Ip Iw(t) T I t it )  +  A(t) • Tn(t) (1.2)

where A(i) is the information bearing signal and m(t) is the modulation waveform.

It is assumed that A(t) is a random phenomenon that represents a physical 

parameter of interest. In this case, A(t) is proportional to the modulation depth, nmod. 

In order to obtain modulation depth images, the information bearing irradiance, A(t), 

is the parameter that needs to be recovered with the imaging system, since

A(t) OC CXmod (L3)

The stochastic nature of noise prohibits direct application of equation 1.2 in 

analyzing the system’s ability to extract A(t). Since the noise is stochastic and since 

an understanding of the temporal processing capability of the imaging system is
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desired, the components of Pr (t) are analyzed in the frequency domain. The power 

spectral density of Pr (t), which is defined as Sxif) ,  provides a way to mathematically 

analyze stochastic noise and study the temporal characteristics of both the input 

irradiance and the imaging system.

The complete spectrum of Pr(t) is also the linear combination of the four compo­

nents. The general spectral shape of each component, the steady state background, 

SB(f), photon noise, Sw{f), low frequency noise, S ^ f ) ,  and the modulated informa­

tion bearing signal, 5ap(/), are illustrated in Figures 1.4(a), 1.4(b), 1.4(c), and 1.4(d) 

respectively.

Combining each of the individual spectra in Figures 1.4(a)-!.4(d) produces the

total probe beam spectrum, shown in Figure 1.4(e). The temporal processing capa­

bility of the imaging system is, therefore, derived from its ability to recover S \ p(f) 

from ST(f).

Sr{f)  — *Sb(/) + Sw(f)  + S l U) +  SAp(f) (1.4)

where

PAp(/) =  [ A ( / ) * M ( / ) ] =  (1.5)

1.3.2 Single Point D etection

The modulation waveform, m(£), is directly impressed upon the pump beam and 

then indirectly impressed upon the probe beam. Both the frequency and phase of 

the modulation waveform is, therefore, known a priori. Knowing this information 

provides a means to synchronize the detection system with the signal of interest.

Conventional detection systems, for measuring the probe beam in a PPAS diag­

nostic, are single point systems that typically use a photodiode as the optical trans-
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Constant background 
irradiance
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Photon noise
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noise
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±
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Total input spectrum

FlG. 1.4. Frequency domain illustration of probe beam components
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ducer. The signal processing required to extract the information bearing signal from 

the large background.irradiance limits the measurement to a single point. In order 

to measure the modulated irradiance and, hence, determine the modulation depth, 

a photodiode is typically used in conjuction with a lock-in amplifier (Fiechtner &; 

Linne, 1994; Settersten, 1999).

A lock-in amplifier mixes the input, transferred from a single photodiode element, 

with a reference sinusoid that is "locked" to the frequency and phase of the modulated 

signal. The reference sinusoid is a zero mean waveform that is generated internally 

by the lock-in amplifier’s electronics that are phase locked with an external reference, 

which follows the modulation waveform. Mixing the input with a zero mean sinusoid 

transfers the signal from its modulation frequency, / m, to the baseband. At the same 

time the steady state background and low frequency noise components are transferred 

to a higher frequency band around f m. A lowpass filter is then used to eliminate 

the higher frequency components, retaining at the output the information bearing 

signal (Stanford Research Systems, 1999; Settersten, 1999).

Another conventional instrument used in laser diagnostics to measure periodic 

information is the boxcar averager. The boxcar averager, or gated integrator, is 

also a single point measurement system that measures the input only when the in­

formation bearing signal is present. Using a reference that is synchronized to the 

signal’s frequency and phase, a gate or switch circuit at the input to the boxcar is 

“opened” and "closed”. "Closing” the gate circuitry only when the signal is present 

provides a mechanism for eliminating noise when the signal is not present (Stanford 

Research Systems, 1999; Fowler, 2000).
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1.3.3 Diagnostic Imaging

Single point detection methods that utilize a photodiode in conjuction with a 

lock-in amplifier or a boxcar averager do not exploit the spatial resolution inherent in 

many laser diagnostic systems. Employing a solid-state imaging system as the optical 

transducer would, on the other hand, take full advantage of the spatial resolution 

afforded by laser based diagnostics.

Two-dimensional imaging of radical species concentrations (e.g. OH, CH, NO, 

etc.) in reacting flow fields has yielded a large amount of useful information. As an 

example, Planar Laser Induced Fluorescence (PLIF) has become the two-dimensional 

imaging technique of choice for turbulent flame studies (Hanson, 1986; Paul, 1991).

Other laser diagnostics techniques and instruments that utilize two-dimensional 

solid-state imaging systems are, for example, Particle Imaging Velocimetry (PIV), 

Pressure Sensitive Paint (PSP) measurements, and CCD based spectrometers. PIV 

is an optical technique for measuring and calculating the velocity profile in flow 

fields (Brouillard, 1998). PSP measurements use specialized fluorescent paint, that is 

dependent on oxygen quenching rates, and a laser excitation source to measure pres­

sure and temperature effects on items such as airfoils. The application of imaging 

systems to PSP provides a way to measure pressure profiles over the object plane 

without mechanical scanning instruments (Brouillard et ai, 2000). Also, common to 

laser diagnostics are spectrometers that use a CCD as the transducer for measuring 

spectral profiles (Ratzlaff & Paul, 1979).

An initial investigation in the use of a solid-state imaging system as the trans­

ducer in a PPAS diagnostic has also been performed (Linne et a/., 1995a). This 

approach, which used a liquid crystal mounted in front of a conventional CCD cam­

era to modulated optical gain, had several limitations, but proved sufficient as a
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concept demonstration. This investigation showed that it is possible to capitalize on 

the spatial resolution afforded by PPAS and acquire modulation depth images, by 

incorporating temporal processing functions at the imaging systems focal plane.

Similar ideas have also been demonstrated in the field of phase fluorimetry for 

medical imaging (French, 1996). In the work by French (1996) an intensifier, mounted 

in front of a CCD camera, was used as a mixer to create a heterodyne detection 

system. The intensifier was gated “on” and “off” at a rapid rate to mix a high 

frequency (MHz) fluorescence signal down to an intermediate frequency that is lower 

than the CCD camera’s frame rate.

1.4 Statem ent of Work

In an effort to expand upon the initial work performed by Linne et al. (1995), 

this thesis investigates the ability of an imaging system, that uses an interline transfer 

CCD as the optical transducer, to extract a weakly modulated image from a large 

background. The imaging system is modified to synchronize its on-chip sampling 

process with the modulated signal of interest. Once the phase of both the modulated 

signal and the sampling performed by the CCD are synchronized, two detection modes 

are realized. A gated integration mode, which samples the modulated signal at the 

same frequency used for modulation, can be used to restore the signal to a constant 

value at the baseband. The second mode, which is a heterodyne detection mode, 

samples the modulated signal at a frequency that is different than the modulation 

frequency. In this case, the signal is transferred to an intermediate frequency at the 

imaging system’s output.

In order to alleviate quick saturation brought on by the large background irra­

diance in a probe type irradiance, an integration threshold feature is also proposed,
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implemented on the CCD chip, tested, and analyzed. Using a method that can be 

compared to anti-blooming, the signal, represented as charge accumulated in the sen­

sor, must surpass a threshold, created by a potential barrier, before it is able to flow 

into the vertical register, where it is integrated.

The two detection modes, the gated integrator and the heterodyne detector 

modes, and the integration threshold are mathematically analyzed to predict the 

system’s ability to extract a weakly modulated image. The modulation depth that 

can be resolved, based on the definitions used at the input, is then analyzed and 

performance predictions stated.

Functional demonstrations of the two operating modes and the integration thresh­

old are presented. Using a controllable irradiance source, the system’s ability to in­

tegrate multiple exposures is first demonstrated. The integration threshold feature 

is tested and the characteristics of the mechanism are presented. Using the demon­

strated operating modes, modulation depth experiments and a heterodyne detection 

process are then presented.

1.5 Advancements In Sensor Level Processing

Extensive efforts in the research and development of imaging transducers is 

widely apparent (Fossum & Barker, 1984; Fossum, 1989; Seitz et o/., 1993; Eklund 

et ai, 1996; Seitz, 1996). Intrinsically, most solid-state imaging systems, especially 

those used for scientific applications, can be described, in general, as two-dimensional 

integrators (Janesick et ai, 1987; Fossum, 1993). The input irradiance is converted to 

photoelectrons, through the photoelectric process (Appendix B), and integrated for a 

specified exposure time. The integrated charge from a CCD, or the integrated voltage 

from a CMOS array, is then digitized with an analog-to-digital converter (ADC) and
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sent to a computer for display, further processing, and storage. A finite length of time 

is required to convert the charge packet, or proportional voltage, from each pixel to a 

digital value with the ADC. Although conversion for a single pixel may take only 1/zs 

or less, the total time to convert an entire array of thousands, or millions, of pixels 

may be on the order of seconds.

Obtaining complete images at low frame rates, even at 30Hz or 60Hz frame rates, 

can eliminate the possibility of extracting, from a set of image frames, temporal in­

formation that resides at higher frequency bands. In many imaging systems, the 

ADC, which may actually include multiple ADCs operating in parallel, is the bot­

tleneck that limits the system’s ability to extract and process temporal information 

from high frequency components. Post processing algorithms cannot extract high fre­

quency, temporal information from a set of frames in which the temporal information 

has been attenuated or eliminated by a low frequency frame rate. In other words, the 

only information that can be resolved is that which is limited by the Nyquist rate, 

which is set by the ADC process.

In an attempt to recover high frequency, temporal information from an image 

prior to the ADC bottleneck, research and development efforts have incorporated 

processing functions at the pixel level prior to image read out (Pain et al, 1993; 

Spirig et al, 1995; Seitz, 1996; Eklund et al, 1996). Research is being performed in 

many arenas including investigations in CMOS active pixel sensors (Fossum, 1993; 

Mendis et al, 1997), and focal plane spatial processing functions (Marshall & Collins, 

1998; Hakkarainen & Lee, 1993). Of particular relevance to this work is the research 

and development of arrays that extract a modulated image (Spirig et al, 1995; Seitz 

et al, 1995b; French, 1996), and arrays that increase the dynamic range at the sensor 

level (Burke & Dan L. Smythe, 1983; Fossum & Barker, 1984; Pain et al, 1993;
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Johnston, 1995; Spirig et al, 1997).

1.5.1 Synchronous Detection Arrays and Systems

A “lock-in CCD” sensor that incorporates focal plane processing functionality 

similar to that of a lock-in amplifier has been developed for two-dimensional syn­

chronous detection of modulated optical inputs (Spirig et ai, 1995; Seitz et al, 1995b; 

Seitz et al, 1995a). This sensor integrates four independent samples, of a modulated 

irradiance, per carrier period, per pixel. Charge is integrated during four time in­

tervals and each integration is stored at a different spatial location adjacent to the 

photo-sensor. The four integrated samples can then be processed, after reading them 

from the array, to recover the modulation depth, relative phase, and mean bright­

ness (background) of the modulated irradiance. Initial results show the array can be 

used to detect a modulation depth of 5%. The lock-in CCD has, however, only been 

fabricated in a 3x3 array.

A single CCD has also been used to demodulate rapidly modulated light (Povel 

et al, 1990; Povel, 1995). In this case, an opaque mask was placed over every second 

row of the CCD, creating two interlaced image planes. A row of pixels separates 

the integrated light as charge is transferred back and forth between the two image 

planes in phase with the modulated light. This method provides a way to capture 

both an in-phase image and anti-phase image (180° out of phase) in one frame. Since 

two image planes are created and the two images are separated by another row, the 

CCD’s resolution is, however, sacrificed.

Arai et al (1996) have demonstrated the use of a linear CCD for high speed 

fringe analysis. Fringes created with an interferometer are imaged with a linear 

CCD. The time sequential data from the CCD is frequency demodulated, resulting in
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the recovery of the carrier fringes. Results show that this type of system can update 

fringe measurements every 10ms, which should prove useful to industrial applications 

such as object recognition (Arai et al.} 1996b; Arai et al, 1996a).

As of this writing, a phase sensitive CMOS APS is being developed for the specific 

task of extracting weakly modulated images from an intense background irradiance. 

Background reduction circuitry is incorporated at the front end of each pixel to al­

leviate saturation of down steam processing functions. Since the intense background 

irradiance is a fairly constant value, and contains no useful information, the initial 

background reduction circuitry, essentially, ac couples the input. In this case, only 

changes in irradiance are processed. In order to extract the weakly modulated infor­

mation bearing image, after background reduction has been performed, down stream 

processing, per pixel, is synchronized with the modulated image.

1.5.2 Dynamic Range Enhancement

The “lock-in CCD” developed by Spirig et al. (1997) has also been developed 

with offset subtraction circuitry. In this device, an offset control gate (OCG) is im­

plemented between the photo-gate and the read out register. The OCG acts as a 

barrier such that the accumulation of additional charge past the barrier is allowed to 

be skimmed from the photo-gate to the register. By implementing the offset subtrac­

tion, the dynamic range of the device improved from 60dB to 94dB. An increase in 

noise variance was, however, noticed and attributed to non-ideal charge subtraction 

with the OCG barrier (Spirig et a/., 1997).

Johnson (1995) demonstrates a method for increasing the dynamic range of a 

CCD based imaging system through a non-linear (logarithmic) detection process. 

The implementation described in the work uses both anti-blooming circuit features
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and time varying control voltages to shift the signal-to-noise characteristics to a larger 

range of illumination (Johnston, 1995).

Similar functions have been included in other charge-coupled devices. Burke and

5 my the, Jr. (1983) present a time-integrating correlator using the charge-couple de­

vice concept. This device is not an imaging device but is an analog processing chain 

created with CCD technology, which was the original intent of CCDs (Amelio et al, 

1970; Boyle & Smith, 1970). A charge skimming circuit is incorporated into this 

device. This circuit provides a mechanism for transferring a small portion of the inte­

grated charge, which contains correlation information, from a large bias charge. The 

charge at the output is reduced by tenfold, yielding a dynamic range of 67dB (Burke

6  Dan L. S mythe, 1983).

1.6 Temporal Analysis

In order to better understand the image acquisition process and to find ways to 

improve upon this process, mathematical models for a commercially available imaging 

system are developed. Using linear systems theory as a tool, an in depth study of 

the detection process, when using an interline transfer charge-coupled device (CCD) 

as the optical transducer, is performed. The detection process for one pixel in the 

array is analyzed both in the time and frequency domains. The results of the analysis 

are used to determine the signal-to-noise ratio (SNR) at the detector output, thus, 

expressing a figure-of-merit for the system.

Using signal and noise transfer concepts is not new to imaging system analy­

sis (Haas et al, 1979; Burns, 1989; Burns, 1990; Harada et a/., 1992). This type 

of analysis is often performed on medical imaging systems (Cunningham & Shaw, 

1999; Belli & Far ell, 1999; Burgess, 1999). The analysis is often performed, however,
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in the spatial domain on systems that capture a single image or a single integrated 

image. Rather than spatial characteristics or spatial response, this work focuses on 

the system’s temporal response and ability to recover temporal information. Along 

these lines, the input irradiance is also defined temporally, rather than spatially.

This investigation uses as the input to the imaging system a general, linear 

systems description of the probe beam from a pump/probe absorption spectroscopy 

(PPAS) experiment (Fiechtner & Linne, 1994; Settersten, 1999; Linné et al, 1995a).

In this specific case, the input is defined as the combination of the steady state back­

ground irradiance and noise, which are inherent in a probe beam, and an additional 

modulated information bearing signal. Using a linear systems model, the analysis 

objective is, therefore, to determine how to extract the useful information from the 

general probe input.

Even though this investigation is based on the specific task of determining the 

modulation depth in a PPAS diagnostic, many of the results can be applied to other 

imaging diagnostics. The analysis performed in this investigation assumes a mod­

ulated information signal as the input. The methodology used in this work invites 

general use from other detection system investigations that have as an input a mod­

ulated irradiance.

1.7 Imaging System Description

The diagnostic imaging system under study is a modified version of the com­

mercially available MicroMAX 1300Y camera, designed and manufactured by Roper 

Scientific, Inc., (Princeton Instruments). The MicroMAX 1300Y is a cooled, high- 

resolution digital camera that is designed for scientific and industrial applications (Roper Sci­

entific, 1998a). In order to meet our research objectives, hardware modifications have
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been made to the imaging system’s controller and camera head.

The CCD chip used in the system is the Sony ICX085AL, 2/3 inch, interline 

transfer image sensor. The CCD’s pixels are 6.7^m square and are developed with 

microlenses that focus the incident light onto each pixel’s sensor area. The active area 

consists of 1030 rows and 1300 columns, which results in over 1.3 million total active 

pixels. Since the CCD has an interline transfer architecture, the sensor features an 

electronic shutter, which makes it possible to accurately control the image exposure 

time without using a mechanical shutter.

1.8 Contributions of this Work

Not only does the problem of detecting a small signal value in the presence 

of a larger background and noise arise in laser diagnostics that are used to extract 

information from physical systems, but it also arises in medical imaging and other 

non-destructive evaluation applications. Detecting a small anomaly embedded in a 

large background and noise is essential to the development of selected medical imaging 

systems (Burgess, 1999). Other than diagnostic techniques, night vision systems or 

vision applications under restricted circumstances, such as harsh weather and fog, 

face technical obstacles that are similar to those presented in this work.

The material presented in this thesis offers a range of contributions to the fields 

of two-dimensional diagnostic imaging and temporal analysis of a solid-state imaging 

system. Of particular value are;

• Implementation of synchronous focal plane processing functions in an imaging 
system,

• Development of a mathematical model describing the imaging system’s process­
ing functions,
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• Development of a mathematical model describing the input irradiance,

• Imaging system analysis and performance predictions, and

• Demonstration of the imaging system’s processing functions and comparison 
with performance predictions.

Other than the developments and results, the framework of this research is im­

portant. It is presented in a form that can be easily adapted to other imaging de­

velopments that face similar concerns. As an example, the mathematical definition 

of the input irradiance can be used to analyze other detection systems, with a range 

of values for the background, noise, and signal. An analysis of this type would pro­

vide insight to the relationship between the total input irradiance and the detection 

system’s processing functions, which can lead to design changes and optimization.

Supporting mathematical models and experimental hardware, which were re­

quired to complete this investigation, can be used to expand the direction of com­

plementary investigations and to expedite further investigations. Supporting math­

ematical models, which include a model of a simplified lock-in amplifier (homodyne 

detector) and an expression for determining modulation depth from both a lock-in 

amplifier measurement and a dc voltage measurement, can be used to compare new 

instrumentation performance. The hardware developed to demonstrate the imaging 

system’s ability can also be used in other investigations that require a controlled 

irradiance source.

This work, therefore, not only extends the state-of-the-art in diagnostic imaging 

systems, but also provides a mathematical framework for analyzing weakly modulated 

images and for analyzing an instrument’s ability to resolve them. The following sub­

sections elaborate on the contributions offered to the field of diagnostic imaging.
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1.8.1 Two-Dimensional Gated Integration W ith A CCD

A commercial interline transfer CCD is used as a two-dimensional gated inte­

grator. In an effort to extract a modulated image from both a large background and 

noise, the CCD’s exposure mechanism is synchronized with the modulation wave­

form. Using both the frequency and phase synchronization and the intrinsic interline 

transfer architecture, the input irradiance is either integrated or rejected at the focal 

plane. The results show that an interline transfer system can, therefore, be operated 

as a two-dimensional gated integrator.

1.8.2 Integration Threshold Implementation and Investigation

An integration threshold feature is proposed, implemented, and investigated in 

the interline transfer CCD architecture. A potential barrier between the CCD’s sensor 

and storage well is used to create a “dead-band”, which accumulated charge in the 

sensor must surpass before it is integrated in a storage well. The process is similar to 

anti-blooming, which is implemented with another potential barrier and the substrate 

potential well.

The motivation for implementing a dead-band threshold is to increase the number 

of exposures that can be integrated prior to saturation and, thus, improve upon the 

SNR. The input irradiance is assumed to contain a large constant value and only a 

small signal value. The purpose of the integration threshold is, therefore, to remove 

as much of the constant value as possible and retain the small signal.

The results show that a dead-band threshold can be implemented in a commer­

cially available interline transfer CCD. The number of exposures that can be inte­

grated without saturating the CCD are shown to increase as the dead-band threshold 

is raised. Also apparent from the results, however, is an increase in noise, which miti-
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gates the SNR improvement achieved by acquiring an increased number of exposures.

1.8.3 Heterodyne Detection W ith A CCD

It is shown that an interline transfer CCD can operate as a heterodyne detec­

tor. Both the CCD’s electronic shutter and charge accumulation mechanism are 

synchronized and phase locked to a modulated image. Using the synchronized de­

tection process, which operates at a different frequency than the modulated image, 

the image is translated to an intermediate frequency. By selecting an intermediate 

frequency that is less than the imaging system’s frame rate, both the frequency and 

phase information, from the modulated image, can be resolved at the output.

1.8.4 Input Irradiance Model Development

The irradiance that enters the imaging system as the input is defined as a con­

tinuous time function. The specific irradiance source introduced is the probe beam 

irradiance from a pump-probe absorption spectroscopy diagnostic (Fiechtner & Linne, 

1994; Linne et ai, 1995a; Settersten, 1999). The probe beam is not, however, pre­

sented with a spectroscopic representation. Instead, the irradiance is defined as a 

linear function that is the sum of a steady state background component, photon 

noise, 1 / f  noise, and a modulated information bearing signal. The power spectral 

density of each component is developed individually and the power spectrum of the 

total irradiance is expressed through superposition.

Defining the input irradiance as the sum of individual spectra provides both 

flexibility and convenience in analyzing the imaging system. With these definitions, it 

is possible to investigate the spectral composition of each component after it passes, 

individually, through the imaging system model. The analysis can, therefore, be
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performed in general terms independent of both the specific diagnostic technique and 

the transducer model.

1.8.5 Imaging System  Model Development

Mathematical models of the imaging system are presented and analyzed. The 

focal plane processing functions, incorporated into the imaging system, are defined 

and modeled mathematically. A complete temporal frequency response is presented 

that is used to determine the spectral content of the images at the output of the 

imaging system.

Based on the focal plane processing functions, the imaging system can be op­

erated in two modes. Both modes, the gated integration mode and the heterodyne 

detection mode, are modeled and analyzed. The irradiance model, introduced in the 

previous sub-section, is applied to the imaging system model to predict its ability 

to resolve modulation depth. The results of the analysis show the gated integration 

mode is better suited for resolving modulation depth. The heterodyne detection mode 

does, however, retain phase information, which the gated integration mode does not. 

Phase information in the form of images can be used in other applications, such as 

ranging and mapping.

1.8.6 M odeling Foundation

The foundation for the mathematical models are built from communications and 

linear systems theory. Using this model development practice and analysis procedure, 

provides insight to the detection process at a systems level. An understanding of the 

system level parameters and processes is obtained on a broad scope. This scope 

of understanding facilitates design and development efforts, which can be focused
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on specific sub-systems that most influence the entire imaging system’s processing 

ability.

1.8.7 Diagnostic Imaging Performance Predictions

By applying the input irradiance mathematical model to the imaging system’s 

mathematical model, a mathematical description of the imaging system’s expected 

output is obtained. The analysis is made specifically to determine the system’s ability 

to extract modulation depth from a probe beam in a PPAS diagnostic. The results 

show the gated integration mode will perform better than the heterodyne detection 

mode in this context. Based on the output signal-to-noise ratio, when using the gated 

integration mode, the imaging system can extract a modulation depth of 10-4.

1.9 Thesis Summary

This work investigates an imaging system’s capacity to extract a weakly modu­

lated image that is superimposed on a large background and is embedded in noise. 

In order to perform this investigation, the foundation of this work is first built with 

developments and mathematical fundamentals from multiple, supporting disciplines. 

To begin with, CCD functionality is used to develop the foundation for the pixel level 

charge maneuvering proposed in this work. The CCD’s charge maneuvering capability 

provides renders input processing at each pixel. The processing functions are defined 

and analyzed using mathematical fundamentals from communication theory. Also 

utilized in the foundation of this work are probabilistic and statistical descriptions of 

the signal and noise components. In particular, the mathematical fundamentals used 

to describe the physical nature of light are incorporated into the analysis foundation.

An introduction to CCD technology is presented in Chapter 2. While omitting
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the extensive technological background of CCD’s, this chapter briefly covers the fun­

damental theory behind detection of photons with such a device. Three conventional 

CCD architectures are then described to demonstrate the attractiveness of the in­

terline transfer architecture. Chapter 2 then concludes with characteristics that are 

specific to the interline transfer CCD used in this investigation.

After introducing, in Chapter 2, the functionality of an interline transfer CCD, 

Chapter 3 presents the charge maneuvering operations that are incorporated into the 

architecture. Two application specific features are implemented in the imaging system 

by synchronously controlling the manipulation of photoelectrons at each CCD pixel. 

These features, which are a gated exposure integrator and an integration threshold 

are discussed in Chapter 3.

In order to fully develop the mathematical analysis, a summary of some math­

ematical techniques is first presented in Chapter 4. This chapter, like Chapter 2, is 

not exhaustive. It merely serves as a review of the mathematical functions, taken 

from communication and linear systems theory, that are used in the imaging system 

analysis.

The first step in analyzing the imaging system is to mathematically define the 

input components. Chapter 5, therefore, presents a mathematical description of the 

input to the imaging system. The input to the imaging system is defined as the 

sum of three components; the steady state background, the modulated information 

bearing signal, and noise. Mathematical descriptions of each of the three components 

are developed, which, when combined, create a description of the total input. The 

mathematics developed in Chapter 5 are crucial to the analysis of the imaging system 

performed in later chapters.

The imaging system’s detection capability is then mathematically defined with
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linear processing functions. Two operational modes are presented. A gated integra­

tion mode is presented in Chapter 6 and a heterodyne detection mode is presented 

in Chapter 7. Both of the operating modes are mathematically modeled in their re­

spective chapters. After developing models, or system functions, the mathematical 

description of the input, from Chapter 5, is applied to each model. Chapters 6 and 7 

conclude with imaging system performance expectations based on the modulated in­

put and operating parameters.

Chapter 8 then presents operational results. Experiments were performed to 

test the functionality of the gated exposure integration and integration threshold 

features. The results from these experiments are presented in this chapter. The two 

modes of operation, the gated integrator and heterodyne detector, are tested using 

a light-emitting-diode (LED) as a source. The imaging system’s ability, in the gated 

integrator mode, to extract a small modulated image from a large background is 

tested and the results are presented. Finally, results from testing the heterodyne 

detection mode are presented.

The thesis concludes with discussions and conclusions in Chapters 9 and 10 

respectively. Chapter 9 discusses the imaging system’s performance and desired per­

formance. Also included in this chapter are observations on the level of collaboration 

with Roper Scientific, Inc., and the breadth of disciplines incorporated into this in­

vestigation.

Chapter 10 concludes with a review of the investigation. The contributions made 

by this work to the fields of imaging in laser diagnostics and other selected imaging 

applications are reviewed. The limitations of this work are outlined and suggestions 

for future work are offered. A final summary is then given in conclusion.
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C hap te r 2

DIAGNOSTIC IMAGING SYSTEM DESCRIPTION

This chapter introduces the imaging system’s technical infrastructure. A general 

description of the imaging system is given, followed by specific information about 

the hardware and software. Three different CCD architectures are then discussed, 

focusing on the interline transfer architecture. Finally, this chapter concludes with 

discussion on characteristics specific to the CCD detector and overall imaging system 

used in this work.

2.1 General Description

The diagnostic imaging system is a modified version of the commercially avail­

able MicroMAX 1300Y camera, designed and manufactured by Roper Scientific, Inc., 

(Princeton Instruments). The MicroMAX 1300Y is a cooled, high-resolution digital 

camera that is designed for scientific and industrial applications. The MicroMAX 

1300Y data sheet is included in Appendix A. In order to meet our research objec­

tives, hardware modifications have been made to the imaging system’s controller and 

camera head.

The WinView software package, also developed by Roper Scientific, Inc., is used 

in conduction with the imaging system to collect and store data. WinView is used to 

set up all configuration options prior to data acquisition. This includes configuration 

options for the modifications made to the camera hardware. Some image processing, 

such as flat-field correction, is performed with the WinView package, but most post
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processing and. data analysis is performed in Mat LAB.

2.1.1 Hardware

The imaging system is comprised of a hardware controller, a camera head, and 

a computer interface, as illustrated in Figure 2.1. The controller contains a serial

ComputerDisplay Controller

Camera Head

FiG. 2.1. Imaging system, hardware illustration

data communication interface card and a controller card. The serial interface card 

receives, from the computer, hardware setup instructions and transmits, to the com­

puter, digital image data. The controller card contains electrically programmable 

logic devices (EPLDs) that control the operation of the camera head, which is de­

signed as a slave device. The imaging system’s analog-to-digital converter (ADC) 

is also part of the controller card. Further information about the controller can be 

found in the MicroMAX System Manual from Roper Scientific, Inc., (Roper Scientific, 

1998a).

Controller initialization and parameter configuration is accomplished with the 

WinView software package. After the controller is configured with the imaging pa­
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rameters, such as integration time, region of interest (ROI), imaging mode, etc., it 

then generates the necessary clock and logic signals for operating the camera head. 

Once configured, the controller, therefore, autonomously manages the image integra­

tion process, the image read out process, the digital conversion process, and, finally, 

the flow of data to the computer.

The camera head contains the CCD imaging array, CCD driver circuitry, an 

EPLD, and low noise read out electronics. The camera head is a slave device and 

only responds to signals sent from the controller. Some logic is incorporated into the 

camera head’s EPLD. This logic converts the clock signals sent from the controller to 

alternate clock signals required to operate the particular CCD device utilized in this 

imaging system.

The CCD chip used in the imaging system is the Sony ICX085AL, 2/3 inch, 

interline transfer image sensor. The CCD’s pixels are 6.7^m square and are developed 

with micro-lenses that focus the incident light onto each pixel’s sensor area. The active 

area consists of 1030 rows and 1300 columns, which results in over 1.3 million total 

active pixels. Since the CCD has an interline transfer architecture, the sensor features 

an electronic shutter, which makes it possible to accurately control the image exposure 

time without using a mechanical shutter. Further discussion on this particular CCD 

array is presented in section 2.5.

After an image is captured and stored in the CCD, low noise electronics, in­

corporated into the camera head, amplify the CCD’s output signal during read out. 

Once the analog output signals are amplified, they then propagate to the controller 

via shielded twisted pair wire, for digitization. Digital logic from the camera head’s 

EPLD is also used to generate clocking signals for the amplification stages during the 

read out process.
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A thermoelectric cooler is also incorporated into the camera head. This device 

cools the CCD chip in order to reduce the amount of dark charge that builds up 

over time in the CCD’s pixels. Dark charge is treated as noise and is discussed in 

section 5.10.2. The temperature is set by the user in software and is monitored and 

regulated by electronics in the controller.

In order to develop the diagnostic imaging system described in this thesis, both 

the controller and camera head are modified from their original configuration. How­

ever, much of the.original functionality, as designed by Roper Scientific, Inc., has 

been retained. Controller modifications were made in the digital logic, and camera 

head modifications include both digital logic and additional analog circuitry.

The controller’s digital logic is implemented in electronically programmable logic 

devices (EPLDs). Additions to the logic include a camera head initialization mode, 

which generates a pre-trigger that instructs the camera head to clean the CCD. Other 

changes include logic for the integration of multiple exposures on the CCD chip prior 

to read out, exposure timing functions, and imaging sequence control.

The digital logic in the camera head is reconfigured and circuitry is added to 

control the CCD barrier voltages during an exposure. The camera head’s digital 

logic is also implemented in an EPLD. The logic includes an initialization mode, 

which creates clocks to clean the CCD and varied control over the electronic shutter 

mechanism. The additional circuitry, added to the camera head, provides an on-chip 

integration threshold mechanism, which is discussed in section 3.4. The integration 

threshold circuit design and discussion on its functionality in included in Appendix J

Parameters for two of the imaging system modifications need to be configured 

with the software interface. A counter in the controller is added to provide flexibility 

and control over the number of exposures that are integrated, on the CCD chip, into
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a single frame. The counter is configured prior to imaging, via the software interface, 

with a twelve bit value. The system can, therefore, be set up so that a single frame 

may range from a single exposure to the on-chip integration of 4095 discrete exposures.

The second parameter that needs to be configured is a voltage level in the cam­

era head’s additional integration threshold circuitry. Two eight bit digital-to-analog 

converters (DAC) are used to set the integration threshold in a range from 0V to 

5V. This voltage level is set, through the software interface, with an Inter-Integrated 

Circuit (I2C) serial interface between the controller and the camera head.

The integration threshold controls the CCD’s readout gate (HOG) during an 

exposure. The CCD’s ROG separates the sensor and adjacent charge storage site. 

The ROG acts as a variable barrier for controlling the flow of electrons from the 

sensor to the storage site. Since the ROG is a variable barrier, its level can be used 

to control the amount of charge that must accumulate in the sensor before additional 

charge will spill over the barrier into the storage site. Setting the ROG barrier level to 

a level above its minimum, during the dwell time of an exposure creates a dead-band 

threshold between the sensor and the storage site. Once accumulated charge exceeds 

the dead-band, then it will be integrated. Further discussion on this modification is 

included in section 3.4.

2.1.2 Software

The WinView software package from Roper Scientific, Inc. is used to config­

ure the controller and camera head. The user configures the controller with the 

imaging parameters, such as integration time, timing mode, binning operations, etc., 

by entering the parameters into the software package. Detailed information about 

WinView can be found in the WinView User’s Manual provided by Roper Scientific,
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Inc., (Roper Scientific, 1998b).

The exposure counter and integration threshold voltage, discussed above, are also 

configured with the WinView software package. The exposure counter is set with the 

controller register diagnostic utility. The integration threshold voltage is configured 

with the get/ set parameter diagnostic utility. Discussion on these settings and other 

software features used for the diagnostic imaging system is included in Appendix K, 

as a user’s manual.

2.2 Charge-Coupled Devices

The imaging system’s transducer is an interline transfer charge-coupled device 

(CCD). The CCD concept was developed by Boyle and Smith in 1970 at Bell Labo­

ratories (Boyle & Smith, 1970). The first functional device was later developed in the 

same year by Amelio, Tompsett, and Smith, also at Bell Laboratories (Amelio et ai, 

1970). By using the CCD concept, a multi-element device can be developed, and the 

signal in each element can be manipulated and recovered, without a maze of wires, 

bonds, and amplifiers (Dereniak & Crowe, 1984).

A charge-coupled device can be developed for purely electronic applications, such 

as a shift register, a sample multiplexer, a signal processor, or as a memory device. 

The most common application, however, is as an imaging device (Kopeika, 1998). 

The development of highly effective two-dimensional image sensors is facilitated by 

the responsivity of silicon (Si) to visible radiation, the ability to arrange Si based 

charge-coupled devices into an array, and the ability to recover the signal from each 

device in the array. CCDs are now commonly used in many consumer devices and 

industrial systems. They are used in professional video equipment, home video cam­

eras, and auto focusing sensors. Also, product inspection and manufacturing systems,
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or robotic systems, typically use CCDs to collect optical information (Holst, 1996).

The CCD, as an optical input transducer, has for many years been the technology 

of choice for imaging applications in the scientific community (Possum, 1993). The 

development of CCDs with better noise performance, larger array formats, far larger 

than those needed for professional video applications, and greater well depths have 

enabled the scientific community to acquire multi-dimensional images and data. The 

CCD’s intrinsic ability to provide spatially quantized and temporally sampled data, 

which can be transferred directly to a computer for processing and display, also make 

the device attractive for scientific studies (Janesick et al., 1987).

2.3 Charge-Coupled Device Concept

A CCD is basically a collection of closely spaced metal-oxide-semiconductor 

(MOS) capacitors. The MOS capacitors can be configured into many different for­

mats; the most common is either in a one-dimensional linear array or a two-dimensional 

area array. In an array, each MOS capacitor gives rise to an individual pixel.

A CCD’s ability to perform three primary functions, which are charge collection, 

charge transfer, and charge output conversion, results from the use of MOS capacitors 

and their arrangement into a closely spaced array. Since the device is made of a doped 

Si material, the MOS capacitors can collect and store charge packets, which repre­

sent optical information, in localized potential wells (Barbe, 1975). Once the charge 

packets are collected, they are transfered to adjacent capacitors, and eventually to 

the output capacitor, by successive manipulation of potential wells. The information 

is then detected as a voltage at the CCD’s output by converting the charge packet 

through capacitive coupling (Barbe, 1975).

The charge-coupled device concept is well defined (Sequin & Tompsett, 1975;
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Janesick et al., 1987; Schroder, 1987). Semiconductor manufacturers have, however, 

implemented the concept in different ways and developed a diverse range of structural 

and architectural types. This section discusses common structural features and the 

following section will describe some common CCD architectures.

The two basic structures are the surface-channel structure and the buried-channel 

structure. Surface-channel devices were developed first. The buried-channel structure 

was later designed to improve CCD noise performance. A buried-channel device 

reduces the effects of charge interface traps, which are present in surface-channel 

structures, by moving the charge packet away from the surface into the bulk of the 

material. In a surface-channel device, the charge interface traps (which randomly 

collect or pass on charge at the Si and silicon-dioxide (SiC^) interface) randomly 

add or subtract charge to a packet as it passes through the MOS capacitor, thereby 

distorting the packet’s value. In order to reduce the effects of charge trapping, a 

constant charge, called a fat zero, is passed through the potential wells along with the 

signal packet. Statistically, this process reduces the charge trapping noise, however, it 

also reduces the dynamic range in surface-channel CCDs (Dereniak & Crowe, 1984). 

Since a fat zero is not required in a buried-channel CCD, its structure provides greater 

dynamic range.

Today, most CCD sensors, including the CCD used in the imaging system for 

this work, are developed with a buried-channel structure. Therefore, the remaining 

discussion in this section focuses on buried-channel design concepts. Further infor­

mation on surface channel design concepts can be found in texts on semiconductor 

design and semiconductor devices (Sequin & Tompsett, 1975; Dereniak & Crowe, 

1984; Schroder, 1987).
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2.3.1 Charge Collection

Using the definitions made in Appendix B, we can analyze the buried-channel 

CCD as depicted in Figure 2.2. The general buried-channel MOS capacitor consists 

of an N-type substrate that is diffused with a P-type faction. A cross section of the 

MOS capacitor structure is shown in Figure 2.2(a), in which £ is a function of material 

depth.

Figure 2.2 illustrates the cross section of a single MOS capacitor. An imaging ar­

ray contains thousands or millions of MOS capacitors organized in rows and columns. 

The metal layer, as shown in Figure 2.2, is placed over the array in organized strips, 

which leave gaps where no metal layer exists. In the case of a front illuminated CCD, 

incident light will enter the semiconductor (from the left in Figure 2.2) where the 

metal layer is not present.

N-type and P-type semiconductor material is produced by doping pure silicon 

with impurities. Doping silicon with donor impurities creates an N-type material that 

has an abundance of extra free electrons and doping with acceptor impurities creates 

a P-type material that has an abundance of extra holes (Horenstein, 1990). Using an 

extrinsic MOS capacitor, as shown in Figure 2.2(a), a structure is developed which 

uses majority carriers to represent the information packet, as opposed to minority 

carriers, which are used in a surface-channel device (Dereniak & Crowe, 1984).

The buried-channel CCD collects charge, produced by photons, and confines 

it in a potential well. When a gate voltage, Vg, is applied to the metal gate, as 

shown in Figure 2.2, a potential profile is produced. The potential profile is found by 

integrating the electric field, which is derived from Poisson’s equation, over the depth 

of the material. Derivation of the potential profile is included in Appendix B.

The potential profile, shown in Figure 2.2, is modeled with three equations based
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FiG. 2.2. Buried-channel CCD illustration: (a) semiconductor structure, (b)
potential profile

on the boundaries between different materials (see Appendix B). The potential at 

the interface between the metal and the silicon-dioxide, ÔiC ,̂ is simply the voltage 

applied to the gate. The potential, ^  (z), in the biC^ material is expressed in the 

following form.

Qg (•£ T ^o) x 0 < x <0. (2 .1)

The potential in the P-type region from x =  0 to x = is given by equation 2.2 and 

the potential in the N-type substrate for x > xp is given by equation 2.3.

1Q q X q

Qgx ~  2 0 < a; < a;. (2 .2)

03(z) —■Vg~ ~̂ 9   Qg ~ qNaxxp +  ^qNaXp + —qNd(x — xp)2 . (2.3)

The potential profile, therefore, is a function of the doping concentrations, Na and 7Vd,
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the oxide thickness, x0, which affects the capacitance, and the metal gate potential Vg 

with surface charge density Qg. Since like charges repel, applying a positive voltage 

to the gate forces the holes in the P-type material to migrate to the N-type substrate. 

Thus, a region in the P-type material has been depleted of holes and is referred to as 

the depletion region. As a result of forcing the holes into the substrate, the potential

energy in the depletion region is reduced, creating a potential minimum, or potential

well. The location of the potential well and the depletion depth, %d, is determined 

by the charge density at the gate, Qg, and the requirement that the electrical charge 

remain neutral across the whole structure (Dereniak & Crowe, 1984).

Qg — QNaXp qN^Xtf (2.4)

When a photon with energy that is greater than the band gap of silicon is ab­

sorbed in the depletion region, an electron-hole pair is produced. If the energy of a 

photon, e, is greater than the energy required to break the covalent bond of a valence 

electron in a silicon atom, then the electron in the valence band is excited into the 

conduction band, as a free electron. Since an electron is excited into the conduction 

band, a positive charge, or hole, remains in the valence band. The hole, however is 

mobile and is forced to migrate into the N-type substrate. The free electron is held 

in the depletion region at the potential minimum.

he

A j/ i

(2.5)

The potential well, or simply well, reaches a minimum, in the capacitor’s P-type 

region, as shown in Figure 2.2(b), which results in a barrier between the potential
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well and both the S1O2 material and the N-type substrate. As charge is collected 

in the potential minimum, the barriers, which are at a higher potential, confine the 

charge packet and prevent it from moving. A fluid flow analogy is often used when 

describing a potential well. If a charge packet is considered a volume of fluid, then 

for visualization purposes we imagine that the fluid will flow to the deepest part of 

the well.

2.3.2 Charge Transfer

After collecting photoelectrons in the MOS capacitor potential well, the charge 

packet must then be transferred to the CCD’s output. In a typical CCD, as shown 

in Figure 2.3, the gate voltages applied to adjacent MOS capacitors are independent. 

If the gate voltages and their phases are clocked in a coordinated fashion, the charge 

packets can be forced to physically travel in a lateral direction. Notice in Figure 2.3 

that the transfer direction, y, is orthogonal to the previously defined depth, x, of 

the material, shown in Figure 2.2. Also, to facilitate a qualitative discussion, the 

potential profile is depicted as a well and the fluid flow analogy is utilized.

In Figure 2.3(a) the voltage, Vgi, applied to the phase 1 gate is greater than the 

voltage applied to either the phase 2 or the phase 3 gates. Therefore, a potential 

well is created under the phase 1 gate. Also, a barrier in the carrier region is created 

between phase 1 and phase 2 since the potential under phase 1 is and the potential 

under phase 2 is (fi0. Photons absorbed in the depletion region under the phase 1 gate 

will , therefore, be collected as photoelectrons and contained in the well.

Increasing the voltage, V̂ 2, on phase 2 gate so that Vg2 =  Vgi will lower the 

barrier between phase 1 and phase 2, thus, creating a potential well under phase 2 

that is as deep as the well under phase 1. In this case, the barrier shifts between
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FlG. 2.3. Charge packet transfer through coordinated gate voltage clocking
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phase 2 and phase 3, as shown in Figure 2.3(b). Since the potential well under both 

phase 1 and 2 is now the same, the charge packet is shared between the two wells.

After the charge packet is distributed between the wells in phase 1 and phase 1, 

the voltage on the phase 1 gate can be lowered, as shown in Figure 2.3(c). Lowering 

Vgi will force the entire charge packet to flow into the well under phase 1, since 

the well is removed under phase 1 and is retained under phase 1. At this point, a 

barrier exists on both sides of the phase 1 well, where the entire charge packet is now 

contained.

The same clocking cycle used to transfer the charge packet from phase 1 to 

phase 2 is also used to transfer the packet from phase 2 to phase 3 as shown in 

Figures 2.3(d) and 2.3(e). If the MOS capacitors are grouped in sets of three, as used 

in this illustration, then all the charge packets in an entire array can be transferred 

in parallel using the same clocking scheme. Other phase grouping arrangements can 

also be developed. Typically, CCD arrays are manufactured with three, four, or six 

phases. Two phase CCDs can also be developed with proper doping structures that 

force the charge packet to flow in one direction only (Holst, 1996).

2.3.3 Charge Output Conversion

Figure 2.3 illustrates a technique for transferring charge packets laterally through 

adjacent MOS capacitors. The technique is applied, in parallel, to the entire array to 

transfer the charge packets from each pixel to a single output point. Once the charge 

packet arrives at the output point, it is converted, through capacitive coupling, to a 

measurable quantity.

An on-chip, output preamplifier is typically used to covert the charge packet to a 

measurable voltage. Multiple read out techniques have been developed which convert



45

the charge packet to a voltage. The most common output technique uses a floating 

diffusion amplifier (Schroder, 1987; Holst, 1996).

The floating diffusion amplifier incorporates a preamplifier, an output MOS ca­

pacitor, a screen capacitor, and a reset capacitor. A reset pulse, on the reset capacitor, 

or gate, is first used to clear the output gate. The charge packet, or pixel, to be read 

out is then transferred to the output gate through the screen gate. This process re­

sults in a change in the preamplifier’s output voltage, Al/out, which has a magnitude 

proportional to the change in charge, A Q 0Ut, on the output capacitor, of capacitance 

Cout, and the preamplifier gain, Gpa. The conversion factor from electrons to volts is 

normally on the order of lfjV/e~.

AVmt =  ^ ± G pa (2.6)
^  out

In order to mitigate drifts in the absolute value of the output voltage that occur 

after the output gate is reset, a differential sampling process is often used. Low fre­

quency drifts in the output voltage can add noise, with a 1 / /  shaped power spectrum, 

to the output voltage. Sampling the reset voltage, sampling the change in voltage 

after the charge packet is transferred to the output gate, and then differencing the 

two samples produces an output signal that is not corrupted by the 1 / /  noise. Dif­

ferentially sampling a CCD’s output in this fashion is commonly know as correlated 

double sampling (CDS) (Dereniak & Crowe, 1984).

After the charge is converted to a voltage with the output amplifier, the voltage 

is then digitized with an analog-to-digital converter (ADC). Often there is only a 

single channel ADC through which each pixel voltage is digitized. The digitization 

process often requires only microseconds to convert the voltage to its corresponding 

digital count value, or digital number (DN). Converting an entire array, which may
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contain hundreds of thousands or millions of pixels, however, requires hundreds of 

milliseconds or seconds. The ADC is, therefore, often the bottleneck in the read out 

process, which dictates the speed at which frames can obtained.

2.4 CCD Architecture

As previously stated, CCD manufacturers have not only developed different 

structural schemes, but also developed different architectural schemes. The most 

widely used are the linear, full frame, frame transfer, and interline transfer architec­

tures.

In order to better discuss the interline transfer CCD that is used in the imaging 

system, its basic characteristics are introduced in this section. The characteristics of 

other CCD architectures are also introduced for comparative purposes.

The four architectures described below have fundamental similarities. Since a 

CCD is comprised entirely of MOS capacitors, each capacitor, or pixel, has the ca­

pability to collect photoelectrons if it is exposed to light. However, it is desirable to 

prevent photoelectrons from collecting in specific sections of the CCD, such as the 

section used only for transferring charge packets or the read out section. Once an 

image is collected, additional photoelectrons generated in the read out circuitry from 

direct exposure to incident light would add unwanted noise to the signal.

Therefore, an opaque mask is placed over sections of the CCD to block light from 

entering the semiconductor material and prevent the covered section from collecting 

photoelectrons. Placing a mask over an entire row or column of pixels creates a 

register that is used to shift, or transfer, charge packets without adding noise from 

additional exposure. A CCD’s read out circuitry is also covered to prevent direct 

generation of photoelectrons in this region. As shown in the following sections, the
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placement of the opaque mask, which determines a CCD’s active pixel and masked 

pixel arrangement, is a major component in a CCD’s architecture.

2.4.1 Linear CCD

The linear CCD, as illustrated in Figure 2.4, is comprised of one row of active 

pixels and one row of masked pixels, with corresponding columns. The exposed pixels 

collect the photoelectrons, which are then shifted to the masked pixels for read out. 

Thus, the masked row is normally referred to as a read out register. Once the previous 

exposure is transferred to the read out register, the subsequent exposure can begin 

immediately.

Readout Register

Readout Register A — ^  u  ^ ut(A)

Xut(B)
Tffllr

iniuinlumiuiniuiniuiniuiniui
| L lJU lllU L lJU lllU llJU ljJU m U

Readout Register B

Fig. 2.4. Linear CCD

Very fast frame rates can be achieved with a linear array since only one row is 

read out of the array per frame (Holst, 1996). Multiple read out registers can also 

be used, as shown in Figure 2.4(b), to increase the CCD’s frame rate. With multiple 

read out registers and corresponding outputs, multiple pixels can be read from the 

array simultaneously. Proper arrangement of the pixels is then accomplished with 

software.
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Although a linear array can achieve high frame rates, complex imaging optics 

and motion control systems are needed to image a two-dimensional scene. Therefore, 

linear arrays are often used in an environment in which the object plane is fixed, such 

as document copy machines and image scanning machines. Linear arrays are also 

used for component inspection, where, the CCD is fixed and the item moves through 

the object plane.

2.4.2 Full Frame CCD

The full frame CCD (FFCCD) is comprised of multiple columns and more than 

one row of active pixels, as shown in Figure 2.5. Using this type of array, the object 

plane can be imaged in a single frame. In the FFCCD the active pixels are also used 

to transfer the image, one row at a time, to the horizontal register for read out. After 

an image is acquired in the active pixels, then the charge packets are read out one 

row at a time.

52 □ □ □ □ □ □ □ë □□□□□□□ 
§> □ □ □ □ □ □ □'§> □ □ □ □ □ □ □  A ctive
(2 □ □ □ □ □ □ □  Area
g □ □ □ □ □ □ □  
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 ■ - ................. mask
Horizontal Register

Fig. 2.5. Full Frame CCD

Since the active pixels are used to transfer the image, one row at a time, to the 

horizontal register for read out, image smearing can result. As the charge packets are
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transferred along the active pixels, towards the read out register, additional photo­

electrons collect in the potential wells. During the transfer sequence, the potential 

wells are essentially moving, therefore, additional photoelectrons produce a smearing 

effect in the image.

To prevent image smear, a mechanical shutter is often used with a full frame 

CCD. Image smearing will not be present if read out is performed while the mechan­

ical shutter is completely closed (Holst, 1996). Since the active pixels in a FFCCD 

are continuously collecting photoelectrons, a mechanical shutter also controls the ex­

posure time. An exposure is initiated by opening the shutter and then terminated by 

closing the shutter in front of the array.

A FFCCD architecture is typically used in digital snapshot cameras or low frame 

rate security cameras. In scientific applications, the FFCCD is used for imaging in 

experiments that have pulsed events, such as particle imaging velocimetry (PIV) 

experiments. The FFCCD is also extensively used in intensified cameras. An inten­

sifier, which can be gated in nanosecond time scales, is often used as the shutter for 

a FFCCD camera.

2.4.3 Frame Transfer CCD

The frame transfer CCD (FTCCD) is very similar to the full frame CCD. A 

FTCCD, however, incorporates a masked portion of the array that is equal in size to 

the active portion of the array. This type of array is illustrated in Figure 2.6.

After an image is acquired in the active pixels of an FTCCD, the image is quickly 

shifted down under the masked portion of the array. While shifting the image from 

the active area to the masked area, the pixels are clocked at a much higher rate 

than they are during read out. Transferring charge packets down to the masked area
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F ig . 2.6. Frame Transfer CCD

requires less time than the analog to digital conversion (ADC) process, and, thus, is 

performed at a faster clock rate. The addition of a mechanical shutter is not required 

because of the speed at which the image is transferred from the active area to the 

masked area.

After an image is transferred under the masked area, the slower read out and 

ADC process is then performed on only the charge packets under the mask area. 

While the charge packets under the mask are read out, a new image is acquired in 

the active pixels. The frame rate is, therefore, limited by the time required to read 

out and digitize the charge packets under the mask.
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2.4.4 Interline Transfer CCD

The interline transfer CCD is similar to both the full frame and frame transfer 

architectures. The interline transfer CCD, as shown in Figure 2.7, has interlaced 

active columns and masked columns. After photoelectrons are collected in an active 

column, the charge packets are transferred to an adjacent column, which is covered 

with the mask. Once the charge packets are in the masked column, typically referred 

to as the vertical register, they are then read out without serious image smearing 

effects (Holst, 1996).

Masked Active
Columns Colmnns

i

i

I

------------------- ►
Horizontal Register

FlG. 2.7. Interline Transfer CCD

The interline transfer architecture provides a way to quickly shift the charge 

packets from an active pixel to a masked pixel, which results in accurate control 

over the image exposure time. The next image can be acquired in the active column 

immediately after the previous image is shifted under the masked vertical registers.

The drawback, however, is that the fill factor in an interline transfer CCD is less 

than that of the FFCCD or FTCCD. The fill factor is the ratio of image sensing area 

to total array area. Since the interline transfer CCD requires more physical area to
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make one sensor, which includes an active pixel and a masked pixel, smaller pixels 

are incorporated into this architecture. Smaller pixels result in smaller well depths, 

which is the total amount of charge the pixel can contain at saturation.

2.5 Sony ICX085 Interline Transfer CCD

The CCD array used in the imaging system is an interline transfer CCD, man­

ufactured by Sony. The CCD, model ICX085, is a 2/3-inch progressive scan image 

sensor. This CCD has 1300 horizontal pixels and 1030 vertical pixels, and each pixel 

is 6.7ftm square.

Each pixel is comprised of a photo-sensor (or simply sensor) and three vertical 

MOS capacitors. The CCD is, therefore, defined as a three phase device. Since each 

pixel includes multiple capacitors, the sensor area is only a fraction of the total pixel 

area. Light that does not enter the sensor area will not be detected. In order to 

increase the amount of light that is incident on the sensor area, on-chip micro-lenses, 

as shown in Figure 2.8, are attached directly to the CCD during the manufacturing 

process (Sony, 1998). These lenses increase the device’s effective fill factor.

The micro-lenses not only focus light into the sensor area, but also divert light 

away from the vertical register. Charge that enters the vertical register through 

means other than the exposure mechanism is considered noise. Even though the 

vertical register is masked with aluminum, a small amount of photons do penetrate 

the mask and enter directly into the vertical register. The micro-lenses, therefore, 

assist in reducing image noise by diverting photons away from the mask and vertical 

register.

Because of their optical properties, the micro-lenses place a restriction on the de­

tectable wavelengths. The micro-lenses are plastic and, therefore, rapidly cutoff blue
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FlG. 2.8. On-chip mircolens structure

wavelengths and severely limit the detection capability in the ultraviolet region. This 

effect is seen in the CCD’s quantum efficiency curve, which is included in Appendix C.

Included in the CCD’s architecture is a variable speed electronic shutter. The 

electronic shutter provides the interline transfer CCD with the capability to capture 

images with variable and accurate exposure times. When an image is not to be 

acquired, the electronic shutter is activated and charge accumulated in the sensor 

is discarded into the substrate. The interline transfer CCD does not require an 

additional mechanical shutter. The electronic shutter also provides a mechanism to 

control pixel blooming. Blooming results when additional charge, beyond a pixels full 

well, spills over into adjacent pixels.

2.6 Illustrative interline transfer CCD Representation

As previously mentioned, each pixel in the interline transfer CCD includes a 

sensor, three MOS transfer capacitors and an electronic shutter. The semiconductor 

structure for one pixel is illustrated in Figure 2.9 (The on-chip microlens is not in­
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eluded in this figure). As shown, the interline transfer CCD is a buried-channel CCD 

that has an N-type substrate. The sensor potential is developed in the 1st P-well and 

the vertical register potentials are developed in the 2nd P-well.
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FlG. 2.9. Sony ICX085 interline transfer CCD semiconductor structure

For consistency, the coordinate system in Figure 2.9 is the same as the coordi­

nates used in Figures 2.2 and 2.3. The buried-channel potential profile, in Figure 2.9, 

extends along the x direction. Based on the discussion in section 2.3, the interline 

transfer CCD has two buried-channel potential well profiles per pixel. The sensor’s 

potential profile extends from the p+ material, through the 1st P-well, and into the 

N-type substrate. The potential profile for the adjacent vertical register extends from 

the aluminum gate, through the 2nd P-well, and into the N-type substrate.

Photoelectrons are collected in the sensor well, which is the 1st P-well. Charge 

collected in the sensor can be transferred in one of two directions. The charge can 

either be drained and discarded into the substrate by transferring the charge in the
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x direction, or it can be stored in the vertical register by shifting the charge in the z 

direction.

After a charge packet is shifted and stored in the vertical register, it can then be 

transferred to the CCD’s output amplifier. Coordinated manipulation of the three 

gate voltages, as illustrated in Figure 2.3, forces the charge stored in the vertical 

register to move in the y direction.

Figure 2.9 is the cross section of one pixel in the CCD array. Each pixel in the 

array has the same cross section and each pixel is controlled in parallel. The ROC 

barrier and the OFD barrier in each pixel are connected in parallel and, therefore, per­

form the same operation across the array. Each pixel is not and cannot be controlled 

independently.

The flow of charge is controlled by manipulating the depth and location of po­

tential wells. The sensor’s well depth is a function of the heavily doped p+ type region 

above the 1st P-well. Unlike the fixed potential used to analyze the buried-channel 

CCD in Figure 2.2, the potential applied to the N-type substrate in this device is vari­

able. The potential profile from the 1st P-well to the N-type substrate is, therefore, 

controlled by the voltage applied to the substrate. In relation to Figure 2.2, 4>{x) for 

x > xv is also a function of the substrate voltage.

Increasing the voltage applied to the substrate lowers the potential well in the 

substrate. In other words, raising the substrate voltage forces the deepest part of the 

sensor’s well to migrate from the 1st P-well toward the substrate. When the substrate 

voltage is raised, charge in the sensor’s well, therefore, flows to the deepest part of 

the substrate and is discarded.

The same process is used to transfer the charge packet from the sensor to the 

vertical register. Increasing the voltage applied to gate 2, V^, increases the well depth
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in the 2nd P-well. When the potential well under gate 2 is deeper than the sensor’s 

potential well, the charge packet will shift to the deeper well and into the vertical 

register.

In order to better facilitate discussion about charge flow in the remainder of this 

thesis, the two dimensions x and z are depicted along the same axis, as illustrated 

in Figure 2.10. This figure shows the potential wells for the sensor, substrate, and 

vertical register. Between the wells are barriers that prevent charge from moving. The 

overflow drain (OFD) barrier prevents the charge from moving from the sensor to the 

substrate, and the readout gate (ROG) barrier prevents the charge from moving from 

the sensor to the vertical register. The barriers OFD and ROG are controlled by the 

substrate voltage, Vsub, and the vertical register gate voltage, Vp2, respectively.

Mask : Vc Incident Photons
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Vertical
Register ROG Sensor OFD Substrate
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y

FlG. 2.10. Simplified cross-section illustration of the Sony ICX085 interline transfer
CCD
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2.6.1 Charge Flow Under Normal Operation

In a normal detection process, the OFD barrier is initially lowered by raising the 

substrate voltage. This forces all charge accumulated in the sensor to immediately 

drain into the substrate. The electronic shutter mechanism is, therefore, controlled 

with the OFD barrier.

Image acquisition is initiated by raising the OFD barrier. Once this barrier 

is raised, all photoelectrons are accumulated in the sensor area. After the desired 

exposure time has elapsed, which began when the OFD barrier was raised, the charge 

packet accumulated in the sensor is shifted to the vertical register by lowering the 

ROG barrier.

After the charge packet is stored in the vertical register, the ROG barrier is 

then raised to its original level. The OFD barrier is once again lowered to drain new 

photoelectrons from the sensor to the substrate. Finally, the charge packet stored in 

the vertical register is transferred, along the y direction, out of the CCD by clocking 

the three vertical register phases. While the image is being read from the array, the 

process starts over and the next exposure is captured in the sensor.

The OFD barrier, as its name would suggest, is also the mechanism that controls 

the anti-blooming feature. When an image is acquired and charge is integrated in the 

sensor, the OFD barrier is set lower than the ROG level. If the sensor is saturated, 

meaning the sensor’s well is full of charge, additional charge accumulated in the sensor 

will spill over the OFD barrier and drain into the substrate. Setting the OFD barrier 

lower than the ROG barrier prevents additional sensor charge from spilling over the 

ROG barrier and into the vertical register or into adjacent sensor wells.
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2.7 Imaging System  Parameters

In order to characterize the imaging system several baseline measurements were 

performed to do an initial assessment of the imaging system’s performance under 

normal operating conditions. This section highlights some results from standard 

CCD system tests. Some of the imaging system’s attributes are also discussed toward 

the end of this section.

A block diagram for a typical CCD detection system is illustrated in Figure 2.11 (Janesick 

et a/., 1985). Photoelectrons collected in the CCD are converted to a voltage by the 

CCD’s output amplifier. The CCD’s output voltage is then amplified prior to con­

verting it to a digital value with the ADC.

Volts
VoltElectron

Volts
Volt
DNElectrons Collected

Incident Photons S(DN)

F ig . 2.11. CCD signal conversion factor representation

The parameters in Figure 2.11 can be either measured or taken from device 

specifications. Quantum efficiency (QE), ry, is a linear factor that relates the number 

of incident photons to the number of electrons that accumulate in the sensor. The QE 

is a function of wavelength and is specified as a QE curve across the device’s spectral 

operating region. The QE curve is taken from device specifications and is shown 

in Appendix C. The QE is also considered a constant when the input irradiance is 

monochromatic.
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The conversion factor for the ADC, A2, can also be taken directly from manu­

facturers specifications. The read out noise floor, of, and the camera gain, Ai, which 

is the amplification from the CCD’s output to the ADC’s input, can be measured. 

After finding Ai, A2, and of, the gain in the CCD’s output amplifier, Sv, can be 

determined with the photon transfer technique (Janesick et al, 1985; Janesick et al, 

1987).

2.7.1 Transfer Gain

The signal between the CCD’s output and ADC’s input passes through three 

gain stages, which are combined into the single gain parameter A%. Analytically, the 

total gain from the CCD output to the ADC input, A%, is determined to be 4.5 V/V. 

Experimentally, however, A% was shown to be closer to 4.1 V/V.

2.7.2 Digital Resolution

The imaging system’s analog to digital converter (ADC) is a 16-bit converter 

that has a 1MHz sample rate. The ADC generates a digital count value from 0 to 

65535, therefore, producing a dynamic range of 96dB. Since the CCD saturates at 

approximately 28,000 counts, the dynamic range of the ADC exceeds the dynamic 

range of the CCD by about 50dB.

The input to the ADC can range from 0 to 10 volts. The actual signal from the 

camera, however, only has a range of 0 to 5 volts, which limits the maximum digital 

count value to 32768. Since the input range is set at 0 to 10 volts, the ADC’s transfer 

gain, A2, is 1 DN per 0.1526 mV, (DN is digital number or number of counts).
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2.7.3 Frame Rate

The CCD is has 1300 by 1030 active pixels, plus some dummy columns and 

rows that are incorporated before and after the active area. Based on the maximum 

sampling rate of the system’s ADC, which is I {is per pixel, the system requires about 

1.34 seconds to read out the entire array.

Smaller regions of interest (ROI) can be specified, which increase the system’s 

frame rate, albeit at the cost of total data pixels. The pixels that are not in the 

ROI are not digitized and simply discarded, thus, increasing the frame rate. A single 

horizontal strip of pixels can be read from the array at a maximum frame rate of 30 

Hz.

Binning is an on-chip process which reduces the number of pixels to be digitized 

and, therefore, increases the frame rate. Pixel binning is the process of summing, on 

the array, the charges from multiple pixels into a single super-pixel. The super-pixel 

is then converted to a voltage at the CCD’s output and then digitized with the ADC.

2.7.4 Read Noise

The read noise floor, of, is the intrinsic noise associated with the imaging system 

during read out. Read noise is the noise seen at the output when imaging a dark field 

and performing both background subtraction and flat-field correction. Read noise is, 

therefore, a combination of dark charge, noise in the CCD’s output amplifier, noise in 

the amplification stages between the CCD and the ADC, and any other noise source 

that is independent of signal level (Janesick et ai, 1987). Much of the noise that 

comprises the read noise floor can be considered Johnson noise.

When the CCD is cooled to —10°(7, the read noise standard deviation was mea­

sured to be 5.02 DN, which, as will be shown below, corresponds to 6.16 electrons.
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The read noise variance is, therefore, 25.2 DN, which is 37.9 electrons.

2.7.5 Photon Transfer Curve

Once both the system gain, Ai, and the ADC conversion factor, A2, are known, 

the CCDs output amplifier gain, in terms of volts/electron, can be calculated using 

the photon transfer technique (Janesick et ai, 1987). The photon transfer technique 

is a common test method for evaluating CCD performance characteristics in absolute 

units (Janesick et ai, 1985).

A factor K  is defined (Appendix D) that relates the unknown output ampli­

fier gain, Sv, to the known gains Ai and A2. In order for the units on Sv to be 

volts/electron, the units on K  must be electrons/DN.

*  -  r à  <2 7)

The constant K  can be determined using two different methods. Both meth­

ods are based on data from a uniform illumination source. First, K  can be found 

graphically by plotting the photon transfer curve. The photon transfer curve is a plot 

of the standard deviation of the signal, as(DN), as a function of the mean value of 

the signal, S(DN).  Both as(DN) and S(DN)  are represented as a digital number. 

As the irradiance increases the output becomes dominated by photon noise and the 

slope of the graph becomes 1/2, as shown in Figure 2.12. The point at which a line, 

fit to the photon transfer curve, having a slope of 1/2, intersects the abscissa is the 

constant K  (Janesick et a/., 1985).

Photon noise is the fundamental noise limit of irradiance set according to the 

random incidence of photons as described by Poisson statistics (Dereniak & Crowe, 

1984). The photon noise standard deviation is often considered as the square root of
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FlG. 2.12. Photon transfer curve

the number of detected photons. Plotting the square root of the abscissa in a log-log 

plot produces a line that has a slope of 1/2, which is the approximate slope of the 

lines given in Figure 2.12.

A second method that is more accurate is to calculate a K  value directly from 

the mean signal value, standard deviation of the signal, and read noise floor.

K  =  s w ) _____
a*(DN) -  <jI(DN) [ ’

A histogram of K  values, as shown in Figure 2.13, is accumulated by applying equa­

tion 2.8 to multiple data sets and to different sub-arrays across the CCD. The mean 

of the histogram becomes an accurate representation of the system’s K  value. From 

the histogram shown in Figure 2.13, the mean K  value is 1.228 e~/DN. The variance 

of K  is 0.0048 e- /DN. The CCD’s output amplifier gain, Sv can now be determined
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with equation 2.7. Based on K, Ai, and A 2 , the CCD’s output amplifier gain is 

30.3fiv/e~;

The CCD’s full well depth can also be determined from the K  value and the 

point at which saturation occurs. Based on the data taken to determine the K  

conversion factor, the count value at saturation occurs is approximately 28,000. Mul­

tiplying 28,000 counts by 1.228 e~/DN indicates that the mean pixel saturation level 

is approximately 34,000 electrons.

2.7.6 Linearity

CCDs, operating below their saturation level are typically linear sensors. Using 

a uniform irradiance source, the linearity of the CCD is examined from the mean 

signal value as a function of exposure time. After performing a least squares fit to the 

data, the CCD’s percent linearity is indicated by the coefficient of regression. Using 

this technique, the imaging system used in this work is determined to be 99.989%
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linear over the digital output range from 32 counts to 28560 counts, which is just 

prior to saturation. Conversely, the imaging system is only 0.011% non-linear over 

the majority of its operating range.

2.7.7 Flat-field Correction

Charge-coupled devices have small nonuniformities in gain, which need to be 

accounted for in order maintain a low noise system. If these variations are left uncor­

rected, then at high signal levels the noise is dominated by the pixel-to-pixel variations 

(Janesick et ai, 1987). Pixel-to-pixel variations are typically constant over a wide 

signal range and can be accounted for during data acquisition.

Using a uniform, diffuse light source, raw data files are collected over the detec­

tor’s linear operating region. The raw data file’s global average (average digital count 

value over all 1300x1030 pixels) is calculated and then each pixel value is divided by 

the global average. At incremental steps over the system’s linear operating region, a 

per pixel gain correction factor data file is obtained for the entire array. All the gain 

correction factor data files are then averaged together to obtain a final gain correction 

factor file to be used for any exposure level. In order to account for the CCD’s pixel- 

to-pixel nonuniformity, all raw data files are divided by the gain correction factor 

data file, which is more aptly referred to as the flat-field correction file.

The flat-field correction factor data file has a mean of 1.0000 DN and a standard 

deviation of 0.0221 DN. A histogram of all the gain correction values is shown in Fig­

ure 2.14. Since all the pixels in the CCD are developed with the same manufacturing 

process and in the same material, one would expect the gain of each pixel to be very 

close to the same value, as shown by the histogram. The histogram appears to con­

tain two normal distributions, rather than a single normal distribution as expected.
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Since the entire CCD chip covers a large area of silicon, multiple distributions may 

be required to represent the full array.

Flatfield Gain Correction Values For The Entire Array

Gain Correction Value

FlG. 2.14. Flat-held gain correction value histogram

The reduction of noise obtained when a flat-held correction hie is utilized is quite 

signihcant, as shown in Figure 2.15. Without the flat-held correction, the output 

is limited by noise from pixel-to-pixel nonuniformities. When using the flat-held 

correction data hie, the output is limited by shot noise (assuming a uniform, diffuse 

light source is used), which is the fundamental detection limit (Dereniak & Crowe, 

1984; Janesick et ai, 1987).
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Chapter 3

FOCAL PLANE DETECTION PROCESS

3.1 General In troduction

There are two application specific features incorporated into the imaging system. 

These features maneuver charge in a controlled sequence that can be synchronized 

to a modulated input. Since charge is maneuvered at the pixel level, in the interline 

transfer CCD, processing is primarily performed at the focal plane.

The first feature is an on-chip gated exposure integrator and the second is termed 

an “integration threshold". The gated exposure integration feature can be set to 

integrate multiple exposures into one image, on the CCD chip, prior to read out. The 

second feature, the integration threshold (IT), creates a charge dead-hand. In order 

for charge to be captured, the amount of charge that is generated in the sensor must 

surpass the threshold of the dead-hand.

This chapter describes these application specific features, how they are imple­

mented in the CCD architecture, and how the features are used to enhance signal 

detection. A brief review of the interline transfer CCD architecture is first presented. 

The gated exposure integrator is then discussed. Finally, the IT feature, which is an 

extension of the gated integration capability, is presented.
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3.2 CCD Illustration Review

Figure 3.1 was introduced in section 2.6 to illustrate charge flow in the interline 

transfer CCD. This figure shows the potential wells for the sensor, the substrate, and 

the vertical register, as well as the barriers between the potential wells. An aluminum 

mask resides over the vertical register, which prevents incident photons from creating 

electron hole pairs directly in the vertical register. Micro-lenses (shown previously in 

Figure 2.8) also focus incident photons to the sensor area.

Incident photons are converted to photoelectrons in the sensor region (Appendix 

B). The photoelectrons, or charge, that accumulate in the sensor’s potential well can 

flow either to the vertical register or to the substrate. Charge flow is controlled by 

the barriers that separate the sensor’s potential well from the potential well of the 

vertical register and substrate. The overflow drain (OFD) barrier controls charge flow 

from the sensor to the substrate, and the readout gate (ROG) barrier controls charge 

flow from the sensor to the vertical register.

Figure 3.1 is used in this chapter as a visual aid, to assist in explaining the 

application specific features that are incorporated into the system. In particular, the 

features described below depend on the ROG and OFD barriers and the ability to 

accurately control these barriers. Figure 3.1 illustrates, as a single curve across the 

device, the potential wells and the potential barriers.

3.3 Multiple Exposure Integration

In general, a gated integrator is a device that synchronously acquires an input 

only when the signal of interest is known to be present. Often, the input signal’s 

frequency and phase are known a priori, which provide a means for synchronizing the 

detection process. Once the detection process is synchronized, data is acquired only
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FlG. 3.1. Simplified cross-section illustration of the Sony ICX085 interline transfer
CCD

when the signal is present. Signal enhancement is achieved both by rejecting noise 

when the signal is not present and by averaging repeated acquisitions (Wang et al, 

1992).

A similar process is incorporated into the imaging system, which synchronously 

integrates exposures. An exposure is the timed accumulation, considered the dwell 

time, of charge in the potential well of the sensor region. The exposure is integrated, 

during the dwell time, by transferring the accumulated charge from the sensor to the 

vertical register.

There is no temporal separation between the exposure process and the integration 

of an exposure in the vertical register. The charge accumulated in the sensor is 

immediately transferred to the vertical register. Each transfer of charge to the vertical 

register is, therefore, considered to be an exposure. Transferring multiple exposures 

to the vertical registers for all sensors creates an image array that is the integrated 

charge from each exposure.

An external trigger, which is synchronized to the signal of interest using a 

pulse/ delay generator (Stanford Research Systems DG535), is connected to the con­
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troller. Each trigger received by the controller, unless the controller is reading the 

image from the CCD array, initiates an exposure. The number of exposures that are 

integrated in the vertical register is set in the controller logic, via software, prior to 

image acquisition. Once the desired number of exposures is integrated, the integrated 

image is read from the array. Appendix K contains further information and instruc­

tions on configuring the imaging system’s hardware and software to perform gated 

exposure integration.

Prior to the integration process, the controller and camera remain in a standby 

mode. While in the standby mode, one in which no images are acquired, the con­

troller continuously reads out the CCD and discards the output. Photoelectrons are 

continuously accumulated in the array and. therefore, they need to be continuously 

read from the array. The process of reading out an array while not acquiring data is 

often called “cleaning” the array.

Once acquisition of an image is activated, using the Win View software pack­

age (Roper Scientific, 1998b), the controller finishes its current cleaning operation 

and then waits for the camera head to initialize. Control over the array cleaning 

process is, at this point, passed to the logic in the camera head. The camera head is 

initialized once both the cleaning process resumes, under the control of the camera 

head logic, and the OFD barrier is lowered, activating the electronic shutter. At 

this point, charge accumulated in the vertical register, whether dark charge or mask 

bleed-through, is discarded with the cleaning process and charge accumulated in the 

sensor is drained to the substrate, since the electronic shutter is active.

The array cleaning and initialization process is important since it is often un­

known exactly when the first external trigger will arrive at the controller. If there is 

a long time lapse between initial setup and the arrival of the first trigger, dark charge
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and other noise can build up in the array while waiting. When waiting for the first 

trigger, charge is, therefore, discarded by cleaning the vertical register and activating 

the electronic shutter. This initial state is shown in Figure 3.2 (assuming all three 

phases of the vertical register are being clocked accordingly to clean the array).
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FlG. 3.2. CCD initialization prior to image acquisition

Once the first external trigger is received, the vertical register cleaning process 

immediately stops and the first exposure begins. At this time, the OFD barrier is 

raised and the ROG barrier is simultaneously lowered and remains low for the dwell 

time. Charge generated in the sensor now flows directly into the vertical register. 

Figure 3.3 illustrates the CCD’s state when integrating the first exposure in the 

vertical register.

Once the dwell time, as set in the software (Appendix K), has elapsed, the ROG 

barrier is raised, halting the flow of charge from the sensor to the vertical register. 

The OFD barrier is, once again, lowered and unwanted charge is drained into the 

substrate. The charge integrated during the first exposure remains in the potential 

well of the vertical register, under the aluminum mask, as shown in Figure 3.4.

The cleaning process performed prior to the first exposure does not resume after 

the integration process begins. Since the integrated charge is held in the vertical
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FlG. 3.3. Integrating the first exposure in the vertical register

register, the vertical register must remain in its current potential state until the 

desired number of exposures are integrated. The integrated exposures will then be 

read from the array. Only after the integrated image has been read from the array 

will the vertical register cleaning process resume.
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FlG. 3.4. Draining unwanted charge into the substrate while holding the first
exposure in the vertical register

Another exposure can be added to the first exposure by performing the same 

process that was described above. In order to add another exposure to the first 

exposure, the OFD barrier is raised and the ROG barrier is simultaneously lowered 

for the same dwell time. Charge generated in the sensor, once again, flows into the
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vertical register (assuming the potential well of the vertical register is not full). The 

current exposure is, therefore, integrated with the first exposure held in the vertical 

register, as shown in Figure 3.5. The illustration in Figure 3.5 separates the integrated 

exposures with a dashed line for demonstrative purposes. It is, however, impossible to 

discern which portions of the total charge, held in the vertical register, were generated 

per exposure. The total number of photoelectrons contained in the vertical register 

is now the sum of two separate exposures.
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FlG. 3.5. Integration of consecutive exposures in the vertical register

This process can continue as long as the vertical register is not saturated. Based 

on the logic implemented in the controller, the maximum number of exposures that 

can be integrated is 4000. Performing 4000 integrations requires that each exposure 

be on average no more than 6.5 photoelectrons. Integrating a greater number of 

photoelectrons per exposure, at the maximum number of integrations, will result in 

a saturated image that exceeds the CCD’s linear operating region. In most cases, 

the number of photoelectrons integrated per exposure will be much larger, thus, the 

total number of integrations must be much smaller. The total number of integrated 

exposures per image (1 - 4000) is set using the software as discussed in Appendix K.

Once the desired number of integrations has been performed, as shown in Fig­
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ure 3.6, the final integrated image is read from the array. Since the integration process 

uses the vertical register and the vertical register is used to read the image from the 

array, acquisition of the next integrated image cannot begin until the previous image 

is entirely read from the array.
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FlG. 3.6. Multiple exposures integrated in the vertical register; the integrated image
is ready to be read from the array

3.3.1 General Signal-to-Noise Ratio Improvement Expectations

In general, statistical averaging of a periodic signal is a well known and exten­

sively utilized signal enhancement technique (Dereniak & Crowe, 1984; Horowitz & 

Hill, 1989; Pallas-Areny & Webster, 1991; Wang et al, 1992; Eckbreth, 1996). Aver­

aging techniques, which are also comparable to lowpass filtering operations, produce a 

value that approaches an ensemble’s mean value. The root-mean-squared (rms) error 

in the final average value is reduced by the square-root of the number of averages and, 

therefore, the signal-to-noise ratio (SNR) is improved (Cooper & McGillem, 1999).

The boxcar averager or gated integrator are conventional instruments that im­

prove SNR through averaging. By capturing and averaging multiple samples over 

time, the output value approaches the actual mean value of the signal (Eckbreth,
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1996; Fowler, 2000). Further discussion on the boxcar averager is included in sec­

tion 4.8.2.

Averaging techniques have also been demonstrated as a way to improve the SNR 

of images that are acquired with CCDs (O’Malley & O’Mongain, 1992). By adding 

multiple frames together, in software after the frames have been read from the CCD, 

the SNR is improved by the square-root of the number of frames added together.

The noise in an image is typically defined as the combination of photon noise 

(nw) and electronic noise (nr) (Kopeika, 1998). The total noise, nt, is the square root 

of the sum of the squared noise components. (The noise is presented here in general 

terms to point out the expected increase in SNR. Chapter 5 presents mathematical 

descriptions of the system’s noise components.) If the output signal is defined as s0, 

then the SNR at the output is,

SNR = t - So = ^  (3.1)
+ (nr)2 nt

Frame adding has been shown to increase the SNR by where Nf  is the

number of frames that are summed (O’Malley & O’Mongain, 1992). Since each frame 

is read from the array prior to averaging, each frame is considered to contain the 

same noise power. In this case, the SNR improvement has been shown to be,

s n r  = ............................ ..=  = =  - g r ±  =  (3.2)
y j V /  ( K )2 +  K ) 2 ] yJ Nf (ntf  ^

A similar improvement in SNR can be anticipated by performing integration 

on the CCD chip, as described in the previous section. In this case, the frame is 

integrated, or averaged, prior to reading the image from the array. The noise from the 

read out electronics is added to the final integrated image, rather than to each image
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prior to integration. The photon noise, which is a function of the input irradiance, is 

still added to each integration.

The initial expected SNR from integrating exposures on the CCD chip is,

S N R  = —  = V M - t = 4 ^ =  (3.3)M 2Ni [(nw) ] T (nr) w (nw) + Ni

where Ni is the number of integrations performed per frame. The maximum SNR, 

as calculated by equation 3.3, depends on the number of integrations that can be

performed at the pixel level. The achievable SNR, therefore, depends on the CCD’s

well depth. Larger wells will allow for more integrations per frame.

The on-chip integration technique can also be combined with frame averaging to 

further improve the SNR. Combining both techniques produces an expected SNR,

S N R  = . N i ' N r S L . ,  =  ^/Nj ■ Nf  —~===—~ ° .......... (3.4)
y / Nf  { M  [ K ) 2] +  K ) 2} V ( n" ) 2 +

that is a function of both Ni and Nf.  A more involved estimation of the SNR 

improvement achieved from on-chip averaging is given in Chapter 5.

3.4 Integration Threshold

Background intensive diagnostics, such as pump-probe absorption spectroscopy, 

limit the total number of exposures that can be integrated prior to detector saturation. 

The possible number of integrations can, in this case, be fairly restricted or even 

limited to a single exposure. This can be true even when the exposure time is set to 

the minimum limit of 1/zs.

In such cases, the information bearing signal is only a fraction of the total irra-
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diance that is captured during an exposure. Much of the total exposure is comprised 

of background photoelectrons that represent a dc level and contain no useful infor­

mation.

In order to increase the number of exposures that can be integrated into the 

vertical register and, therefore, increase the potential SNR (equation 3.3), an on-chip 

“integration threshold” (IT) feature is proposed and investigated. Fundamentally, the 

IT feature is a dc offset, or dead-hand threshold, that must be exceeded before the 

photoelectrons generated in the sensor will be able to flow into the vertical register. 

The background charge, which is considered to be the charge that does not exceed 

the IT, contained in the sensor is discarded into the substrate after the exposure 

time has elapsed. The purpose of the IT feature, therefore, is to increase the number 

of possible integrations by integrating, in the vertical register, only a representative 

fraction of each exposure.

The IT feature is derived from the interline transfer CCD’s antiblooming capa­

bility. The basic idea is to shift the antiblooming process from the OFD barrier to the 

ROG barrier. Antiblooming keeps a saturated pixel from saturating adjacent pixels 

by draining off excess charge into the substrate. When a pixel saturates, the excess 

charge in the sensor “spills” over the OFD barrier and is discarded. The objective 

of the IT feature is to allow charge that accumulates beyond a dead-band threshold, 

which is established with the ROG barrier level, to “spill” over the ROG barrier. 

Only the portion of charge that “spills” over the ROG barrier is, therefore, integrated 

in the vertical register.
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3.4.1 Antiblooming

To better explain the operation of the IT feature, the interline transfer CCD’s 

antiblooming feature is first presented. When imaging with an interline transfer CCD 

under normal conditions, both the ROG barrier and the OFD barrier are raised during 

an exposure period. The image is captured and contained in the sensor’s potential 

well, which is created by raising both barriers. If antiblooming control were not 

implemented, additional photoelectrons, generated after the sensor’s potential well is 

full, will migrate to other areas of the detector that have additional well capacity. 

Blooming is apparent on the output image when a saturated pixel causes other pixels 

to saturate.

In order to prevent a sensor’s surplus charge from migrating to other pixels, the 

OFD barrier is held at a slightly lower level than the ROG barrier, which is shown in 

Figure 3.7. Surplus charge, generated in a saturated pixel, will migrate to the lower 

potential of the substrate and, therefore, “spill” over the OFD barrier, instead of 

migrating to adjacent, unsaturated pixels. Once charge “spills” over the OFD barrier 

it is discarded into the substrate.
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FlG. 3.7. Antiblooming function under normal interline transfer CCD configuration
and operation
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Under normal operating conditions as discussed above, once the exposure time 

has elapsed, the ROG barrier is pulsed to transfer the charge in the sensor to the 

vertical register. The maximum amount of charge that will be transferred to the 

vertical register is based on the sensor’s full well capacity. Antiblooming control 

drained off excess charge into the substrate.

Before continuing with the IT feature description, it is noted that antiblooming 

control is not active when operating the imaging system with the integration feature 

as described above in section 3.3. When integrating multiple exposures into the 

vertical register, the charge generated in the sensor is transferred directly into the 

vertical register. It is, therefore, possible for the integrated charge to exceed the 

well depth of the vertical register. No path exists to drain excess charge directly 

from the vertical register to the substrate. Excess charge in the vertical register will 

unavoidably migrate to other pixels resulting in blooming. Care must be taken when 

setting the dwell time and the number of integrations, as described in Appendix K, 

to avoid saturation and blooming effects.

The same care must also be taken when utilizing the IT feature. In order to 

incorporate the IT feature, the OFD barrier is set to a higher level than the ROG 

barrier and, thus, the antiblooming control is rendered inactive.

3.4.2 Background Reduction

Section 3.3 describes how multiple exposures are integrated in the vertical register 

by repeatedly lowering and raising the ROG barrier. The purpose of the IT feature 

is to transfer only a fraction of each exposure to the vertical register for integration.

In order to implement the IT feature the ROG barrier is not completely lowered 

but is controlled with a predetermined voltage. Setting the ROG barrier to a prede­
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termined voltage creates a dead-band that charge in the sensor must exceed before it 

“spills” into the vertical register. Figure 3.8 illustrates the dead-band that is created 

by the ROG barrier when it is not lowered completely. As photoelectrons build up in
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FlG. 3.8. Regulation of ROG barrier to create a charge dead band between the
sensor and vertical register

the sensor region, the sensor eventually reaches its full well capacity. Additional pho­

toelectrons generated in the sensor “spill” over the ROG barrier and are integrated 

in the vertical register.

Once the exposure is complete, the ROG barrier is raised to its maximum height 

and the OFD barrier is completely lowered, which activates the electronic shutter. 

The charge contained in the sensor’s potential well, which represents a large portion 

of the input’s dc value, is drained into the substrate and discarded, as illustrated in 

Figure 3.9.

The integration process then proceeds in the same format that was described 

in section 3.3. In this case, however, the ROG barrier creates a dead-band that 

the charge from each exposure must overcome during the dwell time before it is 

integrated in the vertical register. Since less charge from each exposure is integrated, 

more integrations should be possible.
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FlG. 3.9. Background charge contained in the sensor is discarded by lowering the
OFD barrier

3.4.3 Threshold Mechanism Examples

Charge transfer efficiency (GTE) is a measure of how efficiently a charge packet 

is transferred between registers, while reading the packet out of the array. CTEs less 

than one indicate that some of the charge in a packet is left as residual charge along 

a read out chain of registers. GTE is actually an additive noise component which is 

discussed further in section 5.10.4.

GTE is presented here as an example of a widely documented loss mechanism 

that is similar to the IT feature (Barbe, 1975; Dereniak & Crowe, 1984; Janesick 

et ai, 1987; Johnson-Cole Sz Clark, 1991). Inter-electrode gaps can create a slight 

barrier between the potential wells of two shift registers. When transferring a charge 

packet from one register to the next, the charge must cross over the small barrier. 

The barrier, therefore, impedes the flow of charge and some of the charge packet is 

left behind, resulting in loss (Sequin & Tompsett, 1975; Dereniak & Crowe, 1984; 

Janesick et a/., 1987).

The small barrier produced from inter-electro de gaps, which generates a loss 

mechanism, is similar to the barrier created by the ROG. Setting the level of the
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ROG barrier in a controlled manner, force a loss mechanism to exist between the 

sensor and the vertical register. The ROG barrier, thus, impedes charge flow from 

the sensor to the vertical register in a way that reduces the total amount of charge 

that actually enters the vertical register.

3.4.4 Expected Signal-to-Noise Ratio Improvement

Predictions on the SNR improvement obtained by implementing the IT feature 

are based upon the maximum dead-band threshold setting, the repeatability of the 

threshold, and the uniformity of the threshold over the entire array. Setting the 

dead-band threshold to its maximum will reduce the greatest amount of background, 

which will improve the SNR in two ways. First, the number of integrations per frame, 

Ni, can be improved, which will increase the SNR as shown in equation 3.3. Second, 

since the photon noise is a function of the background (Chapter 5), the photon noise 

is reduced by draining much of the background to the substrate. An estimate of the 

SNR improvement achieved by implementing the IT feature is given in Chapter 6.
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Chapter 4

ANALYSIS FRAM EW ORK AND FUNDAM ENTALS

4.1 General Introduction

This chapter introduces the fundamental approach taken in this work, which 

provides a foundation to the imaging system’s mathematical models and analysis. 

The basis for a linear systems analysis is discussed, as well as the mathematical 

foundations required to perform such an analysis. Specifically, spectral analysis is 

discussed as an essential tool. As background, other parameters and processes that 

arise in linear systems analysis, such as bandwidth and sampling, are also discussed.

A primary concern in the design of any electronic instrument is noise. Noise 

that enters an instrument as input or noise that is generated internally, determines 

the instrument’s fidelity. Information bearing signals falling below an instrument’s 

noise floor cannot be extracted and accurately measured. The amount of noise in a 

measurement system sets a lower bound on the system resolution. In order to clearly 

state the system’s limitations, the amount of noise at the input and at the output 

need to be carefully defined and modeled. This chapter, therefore, also introduces 

general probabilistic and statistical methods that can be used to define noise.

Finally, this chapter concludes with discussion on two conventional instruments 

that are often utilized in laser diagnostics. The measurement and processing capabil­

ities of these instruments, which are the lock-in amplifier and the boxcar integrator, 

are qualitatively outlined. The primary signal enhancement techniques that are em­
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ployed by these instruments are then related to the processing functions contained in 

the imaging system.

4.2 Linear Systems Approach

Linear systems theory is used in this work as a tool to analyze a CCD-based 

imaging system developed for laser-based diagnostics. The analysis methods and 

mathematical models used throughout this work are often found in the design and 

development of electronic communication systems. The objective, in designing com­

munication systems, is often to develop a transmission system that conveys infor­

mation with minimal errors. Linear systems analysis is, therefore, performed on the 

portions of a communication system that allow for design and control.

In a general communication system, information, represented as a rapidly chang­

ing signal, is sent from a transmitter, through a channel, and is detected by a receiver. 

As the information propagates from one physical location to another, the informa­

tion is contaminated by random noise and errors are introduced. Communicating 

over long distances or through harsh (noisy) environments, requires that mathemat­

ical operations be performed on the information in preparation for transmission, and 

corresponding, or inverse, mathematical operations be performed to extract the in­

formation at the receiver (Taub & Schilling, 1986).

Linear systems theory and communication theory provide the foundation for 

developing continuous time, mathematical models. These models describe basic sub­

systems, such as transmitters, channels, receivers, and system inputs and outputs 

that, when combined, model a complete communication system. Mathematical mod­

els may include characteristic transfer functions, power spectra for the signal and 

noise factors, and probability descriptions. Each can then be used to configure the
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subsystem parameters in an effort to achieve the highest possible signal-to-noise ratio 

(SNR), within given constraints.

In order to gain a systems level perspective of both the laser based diagnostic 

technique, which is pump-probe absorption spectroscopy (PPAS), and the imaging 

system’s detection process, mathematical foundations from linear systems theory are 

used in this investigation. By developing a systems-level model of the interaction 

between a laser diagnostic technique and the imaging system, efforts can be focused 

on the portions of the system that allow for design and control. A comparative 

illustration between a communication system and a diagnostic imaging system is 

given in Figure 4.1.

In this context, the imaging system is separated into subsystems and models of 

the subsystems are developed. Combining the subsystem models creates a complete 

model of the detection process. The input irradiance is also separated into funda­

mental parameters and they are defined mathematically. Combining the irradiance 

model with the imaging system model results in a complete system model that can be 

used to define operating parameters that will achieve a high SNR, within operational 

constraints.

On the premise that laser diagnostic instruments, in general, can be treated 

as a communication system, laser diagnostics non-intrusively transfer information 

through harsh environments to a receiver. From a systems level perspective, the 

sample volume under investigation is the transmitter. Excitation sources (lasers) can 

also be considered a subsystem of the transmitter, since mathematical operations 

(such as modulation) are typically performed on the excitation source to prepare the 

information for transmission.

After the interaction or excitation process, an information bearing signal is trans-
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mitted from the sample volume to the receiver. As the signal travels to the receiver, 

it propagates through a channel, which may simply be the air or the background irra­

diance of a continuous wave (cw) laser beam. The signal can be, therefore, embedded 

in the background, which may be much larger than the signal itself. The receiver 

must be capable of processing the input to extract the useful information bearing 

signal from the background and noise elements.

The imaging system developed in this work is considered to be the receiver in 

the communication system analogy. The analysis, which is performed on the por­

tions of the imaging system that allow for design modifications, is performed with 

the objective of enhancing detection capabilities and achieving the highest possible 

SNR, within given constraints. The mathematical models that describe the imag­

ing system’s amplification, attenuation, and frequency translation characteristics can 

be used to massage the transmitter’s modulation scheme and the receiver’s signal
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extraction process to achieve a good level of performance.

4.3 Spectral Analysis

Spectral analysis is an essential part of communication theory’s foundation. 

Spectral analysis provides the mathematical tools to describe waveforms, both de­

terministic and stochastic, in the frequency domain, with a mathematical correspon­

dence to the time domain description. Analyzing waveforms in the frequency domain 

can produce mathematical descriptions of a waveform’s harmonic content and spectral 

location that is not directly apparent in the waveform’s time domain representation. 

These descriptions can then be used to determine the probability of detecting useful, 

information bearing waveforms, and to design systems that will increase detection 

probability (Taub & Schilling, 1986).

4.4 General Frequency Conversion

A very common design technique, which results from the ability to perform spec­

tral analysis, is frequency translation. Frequency translation is the process of moving 

a waveform from one spectral location to another. The process of translating the 

spectral makeup of a waveform in frequency can also be called frequency conversion, 

frequency mixing, heterodyning, modulation, or demodulation.

Frequency translation is performed for various reasons. Specifically in commu­

nications systems, waveforms are modulated at the transmitter in preparation for 

transmission through a medium that requires a certain transmission band, such as 

AM or FM radio. Many systems, other than systems designed specifically for data 

communications, utilize frequency translation techniques in order to move a wave­

form, that contains useful information, to a spectral location that has lower levels
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of noise and less interference from other information-bearing waveforms. In order to 

extract a waveform from its prepared state configured by the transmitter, frequency 

translation techniques are also used in receivers or detectors to move a waveform to 

a spectral band that can be processed by other subsystems in the receiver.

Two general frequency translation processes, homo dyne and heterodyne, are used 

to describe the imaging system’s detection capabilities. Homodyne and heterodyne 

techniques are typically implemented in detection processes to extract signals that 

have been modulated and reside at a carrier frequency. Carrier frequencies are nor­

mally higher than the detector’s electronic processing bandwidth and, therefore, the 

modulated waveform must be converted to a lower frequency that is inside the detec­

tor’s pass band.

General definitions for homo dyne detection and heterodyne detection are given in 

the following sections. Their relationship to the imaging system’s detection functions 

becomes apparent in Chapters 6 and 7.

4.4.1 Homodyne Detection

Homodyne and heterodyne techniques are very similar. The distinction between 

the two is based on the output that results from performing either homo dyne or het­

erodyne detection. Likewise, the distinction also corresponds to the mixing frequency 

or sampling frequency. A homodyne detector returns a modulated carrier waveform 

to its original baseband state, which is the waveform’s spectral location prior to mod­

ulation. Heterodyning, on the other hand, converts a modulated waveform to another 

intermediate frequency (IF), which is typically higher than the original baseband, but 

lower than the modulation carrier frequency. Heterodyne techniques, therefore, re­

quire a second frequency translation step to convert the output of the heterodyne
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process to the waveform’s original baseband (Stremler, 1990).

A simple homodyne detection process can be described with an amplitude mod­

ulation example. Let f( t)  be a band-limited signal that is amplitude modulated by 

the modulation function, m(t), shown in equation 4.1.

m(t) = a(t) cos (Zirfct +  </>(£)) (4.1)

In equation 4.1, a(t) is the modulation carrier gain, or envelope, and f c is the car­

rier frequency. In amplitude modulation systems, the phase term, (f)(t), is a constant 

value and is often set to zero. The constant phase characteristic of amplitude modu­

lated signals is important because it provides a mechanism for recovering signals, at 

a known carrier frequency and fixed phase.

Assuming the envelope a(t), in equation 4.1, is constant at unity, the amplitude 

modulated signal 7(t), is the product of a general, band-limited function, f(t),  and 

the modulation function, m(t).

= /W  cos (27r/ct) (4.2)

Since multiplication in the time domain corresponds to convolution in the fre­

quency domain, the amplitude modulation process shifts the complete baseband, 

spectral shape of f ( t)  in the frequency domain to the positive carrier component, 

/ c, and to the negative carrier component, —f c. As the modulated signal propagates 

through lossy channels to a detector, interference and noise outside of the bandwidth 

of the signal, /(£), centered at the carrier frequency, / c, will not affect the spectral
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content of the signal f ( t) .  Also, if the system is designed to mitigate errors, noise 

and interference inside the bandwidth of the signal, centered at the carrier frequency, 

should not seriously degrade the signal’s spectral content.

In order to detect the original signal, f ( t ) y at the receiver, the modulation prop­

erty of the Fourier transform is again utilized. The modulated signal, 7 (t), is once 

again multiplied in the time domain with another sinusoid that has the same fre­

quency and phase as the modulation function, m(t). The demodulation function, 

d(f),  or signal used for homo dyne detection, is set equal to the modulation function, 

m(t).

d(f )  = m(t) = a(t) cos (2irfct) (4.3)

The output of the demodulator, or homo dyne detector, is then the original signal, 

f(t),  multiplied by the square of the modulation function,

TW-dW = /(t)cos2(27r/ct), (4.4)

which, using a trigonometric half-angle relationship, can be rewritten as equation 4.5.

TW-dW = ^ ^ cos (47r/cZ) (4.5)

The modulated signal is, in the ideal case, convolved in the frequency domain 

with delta functions at the demodulation frequency, f c, which is the same as the 

modulation frequency. The demodulation, or homodyne, process transfers the spectra 

of the modulated waveform from f c to twice the modulation frequency, 2 /c, and to 

the frequency domain origin, which is the signal’s original baseband state. This is
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easily seen in the Fourier transform of equation 4.5, which is

^ /( i)  +  ^ /(*) cos (47T/Ct)

=  ^ ( / )  +  ^ ( /  + 2/c) +  1 f ( /  -  2/c) , (4.6)

where 9=(*) is used for the Fourier transform. Finally, a lowpass filter can be used, 

following the homodyne process, to filter out the double-frequency terms from the 

original spectral components and recover the original signal, f(t).

As shown, homodyning is a synchronous detection technique used to recover a 

modulated signal. In order to recover the signal, the detector must generate a mixing 

function, often defined as a local oscillator, that has the same frequency and phase 

as the modulated signal. Since homo dyne detection is sensitive to phase differences 

between the carrier and the local oscillator, the detection process is also referred to 

as phase sensitive detection.

Both the correct phase and frequency of the modulated signal must be known to 

perform synchronous or phase sensitive detection. A phase error, 0e, in the detection 

system will cause a variable gain factor in the recovered signal that is proportional to 

the cosine of the phase error. Although small phase errors are tolerable, the signal is 

eliminated when the error approaches ±90° (Stremler, 1990).

q(Z).d,,(Z) = ^ /(Z)cos W  +  ̂ cc# (4%"/̂  +  <&,) (4.7)

On the other hand, if there is a frequency error, the signal f ( t )  is multiplied by a 

low frequency sinusoid producing unacceptable distortion in the context of homodyne 

detection. A frequency error may, however, be used in a controlled manner to translate
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the modulated signal from the carrier frequency to an intermediate frequency that 

is also higher the original baseband frequency location. In this case, heterodyne 

detection is performed.

4.4.2 H eterodyne Detection

Heterodyne detection is very similar to homo dyne detection. The difference 

between the two schemes lies in the frequency of the local oscillator used for frequency 

translation. As shown in the previous section, homodyne detection utilizes a local 

oscillator that has its frequency and phase terms matched to a modulated input signal.
i

The heterodyne detector mixes the modulated signal with a sinusoidal function that 

has a frequency term that is different than the modulated signal’s carrier frequency,

u
The same modulated signal, j(t),  from equation 4.2, is used to illustrate the 

heterodyne detection process. A carrier phase term, 0C, is added to the modulated 

signal to show how phase information is also retained at the output of the heterodyne 

receiver.

7(4 = / ( 4  cos (27r/cZ + ÿc) (4.8)

In order for the receiver to translate y(t) in frequency, y(t) is once again multi­

plied in the time domain with another sinusoid, d(t). In the case of the heterodyne 

receiver, the demodulation frequency, /d, differs from the modulation carrier fre­

quency, f c. The demodulation function is again defined as a sinusoid with frequency 

fd and phase (ftd, as shown in equation 4.9. The gain term, a(t), in the demodulation 

function, is again assumed to be a unity constant.

If the modulation function, m(t), (used to generate the modulated signal y(t))



and the demodulation function, d(t), are generated with phase locked clocks, then 

their difference in phase can be considered a constant. The phase term in the demod­

ulation function is, in this case, set to zero. The resulting output, after the heterodyne 

process, is then dependent on the phase term of the modulated input, y(t).

d(t) =  a(t) cos (2irfdt + 4>d) = cos (2irfdt) (4.9)

It is helpful to perform the analysis of the heterodyne process in the frequency 

domain. The Fourier transform of the modulated signal, q(t), is,

3  =  r ( / )  =  S  [/(t) cos (27r/cZ +

r ( / )  =  ( /  -  fc) + \ F ( f  + f c) e - ^  (4.10)

which is the spectrum of the original signal, f(t) ,  translated to the modulation carrier 

frequency, f c. In the ideal case, the Fourier transform of the demodulation function, 

d(t), is a pair of impulses at the positive and negative mixing frequency components.

^  [d{t)] =  D( f )  =  ^  [cos (2iTfdt)] =  ^ ( /  — fd)  +  2 V  (4-11)

Multiplying the modulated signal, y(t), with the demodulation function, d(t), 

results in two sinusoidal components. In the frequency domain, this is apparent in 

the result obtained from convolving the Fourier transform of the modulated signal, 

F (/), with the Fourier transform of the heterodyne function, D(f) .



94

The original signal’s spectrum, F(f ) ,  is now located at the sum and difference fre­

quencies that are generated from mixing the modulation and demodulation functions. 

The absolute value of the difference between the two mixing frequencies, \fc — fd\, 

is defined as the intermediate frequency (IF). The inverse Fourier transform of equa­

tion 4.12 is,

(27r|/c -  /d|Z +  *,) + cos (27r|/c +  (4.13)

Lowpass filtering can again be used to eliminate the sum frequency term, | / c+ /d |, 

and retain the IF term, as long as the IF term is located in the filter’s passband. The 

heterodyne process is typically incorporated into a system to transfer the modulated 

signal down to a frequency band that can be processed by downstream subsystems 

in a receiver.

A heterodyne detector also transfers an unwanted frequency component to the 

intermediate frequency. When the heterodyne process is performed, the entire mod­

ulation signal spectrum is convolved with the demodulation spectrum. Thus, the 

frequency components that have an absolute value equal to twice the intermediate 

frequency plus the modulation carrier frequency, | / c +  2//j?|, are also mixed down to 

the intermediate frequency. The frequency | / c+ 2 //f | is called the image frequency. To 

improve signal fidelity at the intermediate frequency, a signal at the image frequency, 

if it exists, must be filtered away prior to demodulation (Stremler, 1990).

4.4.3 Optical M odulation and Demodulation

The mathematical descriptions of the modulation and demodulation functions, 

described in the previous sections, represent electronic processes. The polarity, of such 

processes, can be altered between positive and negative states. Since both positive
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and negative values can be realized in electronic systems, waveforms can be created 

that do not have a dc component.

Frequency translation techniques can also be utilized in optical systems. Mod­

ulation waveforms can be impressed upon light sources, typically laser beams, by 

passing the light through an optical modulator. Optical modulators provide to the 

user the ability to modulate laser beams with a range of waveforms that extend from 

simple to complex.

Optical modulators range from the simple mechanical chopper to the more com­

plex acousto-optic modulator (AO) and electro-optic modulator (EO). The mechan­

ical chopper time gates the light with a rotating metal disk that either allows the 

beam to pass through an aperture or blocks the beam with a solid portion of the 

disk. The resulting modulation function is a, low frequency, square pulse train, which 

typically oscillates at 5kHz or less (Fowler, 2000). Since the modulation waveform 

generated by a mechanical chopper is a square pulse train, higher order harmonics 

exist and can also be considered the carrier frequency.

The AO and the EO, on the other hand, can be used to modulate a laser beam 

with high frequency waveforms. These types of optical modulators are typically driven 

by a function generator or arbitrary waveform generator, which provides greater flex­

ibility in terms of the modulation function. Modulation waveforms, applied to a laser 

beam, can range from simple sinusoidal waveforms to other complex forms derived 

from an equation that is programmed into an arbitrary waveform generator (Fowler, 

2000).

The resulting modulation waveform, at the output of an optical modulator, will, 

however, contain a dc component. The mathematical description of the modulation 

function itself, whether generated with a mechanical chopper, an AO, or an EO,



has a non-zero mean value. If for example, a laser beam, with a magnitude that is 

considered normalized, is sinusoidally modulated with an EO, the modulator’s output 

can be described as,

=  ^  + ^C05(27r/cf + <A:) (4.14)

which is similar to equation 4.1, albeit with an added constant component.

The non-zero mean value, or dc component, inherent in a modulated laser beam 

is derived from the physical nature of light. In order to impress the temporal represen­

tation of a modulation waveform onto a laser beam, an optical modulator attenuates 

the beam accordingly. The level of attenuation, and attenuation rate, are regulated 

by the desired modulation function. Without considering transmission losses from 

optical apertures, the level of attenuation ranges from 0% to 100%. Thus, there is an 

inherent dc value in modulated laser beams.

4.5 System Bandwidth

Essentially, there are three bandwidth categories, optical bandwidth, electronic 

bandwidth, and spatial bandwidth, that can be considered when analyzing an opti­

cal diagnostic system that utilizes a CCD as the transducer. The optical bandwidth 

describes the output. The electronic bandwidth describes the frequency domain pro­

cessing capability of the imaging system from the input at the CCD to the output 

from the ADC. The spatial bandwidth describes the CCD’s ability to resolve two- 

dimensional objects.

Optically, frequencies are extremely high. The range of wavelengths that can 

be detected by the imaging system are in the visible spectrum from 300nm to about 

900nm. Thus, the optical frequencies are in the thousands of terahertz.
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In this work, the continuous wave (cw) mode-locked laser actually emits a string 

of short pulses at a rate of 82MHz. The pulse width can be set to 50fs, Ips, or 6Ops. 

The Fourier transform limited bandwidth of the pulses is, therefore, in on the order 

of gigahertz. The. repetition rate and the length of the pulses are considered to be at 

such high frequencies that the bandlimited electronic components interpret the input 

as a continuous-time signal.

The electronic bandwidth of the imaging system is much smaller than any optical 

bandwidth contained in the entire diagnostic system. The electronic bandwidth is 

the primary bandwidth of importance in this investigation. The information bearing 

signals are modulated at relatively low frequencies, on the order of kHz. Detection 

processes, incorporated at the pixel level, can operate in the MHz, while the image 

read out process, or frame rate, operates on the order of Hz.

The spatial bandwidth of an imaging system can be determined by its modu­

lation transfer function (MTF). The MTF is a function that describes how spatial 

frequencies can propagate through an imaging system from the input to the output. 

An MTF is very similar to the temporal transfer function of a single channel electronic 

system, however, it is beyond the scope of this work (Kopeika, 1998).

4.6 Sampling Theory

The imaging system’s input is considered a continuous time signal, as described 

in the previous section. Assuming the input is temporally bandlimited, the continuous 

time input can be completely represented and reconstructed from discrete samples 

taken at equally spaced intervals.

The sampling theorem states that a band-limited signal can be exactly recon­

structed from samples of the signal if certain conditions are met. To show this, first



let x(t) be a band-limited signal with a spectrum, X ( f ) i that is zero for frequencies 

higher than \fx\. Acquiring samples of x(t) at x(nTs), where

(4.15)

generates spectral replicas of X( f )  at integer multiples of the sampling frequency, f s.

If the sampling frequency, / s, is at least two times the absolute value of the 

highest frequency, f X} contained in the continuous signal,

fs > 2/x Nyquist Rate (4.16)

then the spectral replicas of X( f )  will not overlap in the sampled spectrum. Aliasing 

occurs if equation 4.16 is not satisfied and the original spectrum X ( f )  is altered by 

interactions in frequency with adjacent sampled spectra.

The band-limited signal can be completely recovered by satisfying equation 4.16, 

often referred to as the Nyqyist Rate. If this equation is satisfied, spectral aliasing 

is avoided, and a lowpass filter can be used to recover the initial continuous sig­

nal. Passing the samples, x(nTs)̂  through a lowpass filter that removes the spectral 

replicas of X{ f )  but passes the original baseband spectrum will smooth the samples, 

reconstructing the original signal (Oppenheim & Willsky, 1997).

4.6.1 Temporal Sampling

The imaging system’s temporal sampling capability is divided into two different 

processes. The on-chip sampling can be performed at a high frequencies while the 

imaging system’s frame rate is limited to low frequencies.

Each pixel in the CCD array can acquire a discrete sample of the continuous time

f s = Y  sampling frequency,



99

input. Each pixel has a minimum sample duration of approximately 1/rs. If a 50% 

duty cycle is used to generate the sampling function in each pixel, then the sampling 

function’s period is 2/xs. According to equation 4.15, the sampling frequency is then 

500kHz. In order to satisfy equation 4.16, signals of interest must be band-limited to 

no more than 250kHz.

After the input is sampled at the pixel level, it must then be read from the array 

prior to acquiring the next frame. Reading only a single row from the CCD results in 

a maximum frame rate of 30Hz. Increasing the region-of-interest (ROI), which is the 

total number of pixels digitized, slows the frame rate down considerably (Roper Sci­

entific, 1998a). Since data is contained in a succession of frames, and the maximum 

frame rate is 30Hz, the information bearing signal is band-limited to a maximum of 

15Hz.

4.6.2 Spatial Sampling

The imaging system also spatially samples the continuous input. The continuous 

scene is converted into a grid of discrete values, contained in each pixel of the array. 

The discrete values can then be processed with discrete processing algorithms. If 

the samples are sufficiently close together, the image may appear to be spatially 

continuous to an observer.

Spatial frequency is, much like temporal frequency, the spatial rate at which the 

irradiance can fluctuate across the CCD plane. If there is no fluctuation in irradiance, 

and it is completely uniform, then the spatial frequency is zero or dc. The modulation 

transfer function (MTF) of an imaging system can be used to determine the system’s 

capability to transfer spatial frequencies from the input to the output (Kopeika, 1998).

In this work, the irradiance across the CCD is considered to be uniform and,
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thus, contains no spatial frequencies other than dc. The actual irradiance across 

the CCD does, however, vary. The spatial frequency of the input and the imaging 

system’s MTF should be considered in future investigations.

4.7 General Noise Analysis Considerations

In most cases, the qualitative and quantitative descriptions of noise must be 

handled differently than that of deterministic signals. Signals are most often made to 

contain some known characteristic that can be used for identification and detection. 

Noise, on the other hand, is often described as a random or stochastic process.

In order to characterize a stochastic noise process, probabilistic descriptions are 

developed to represent the random process mathematically. A probabilistic descrip­

tion is the most complete and it contains all the available information about a stochas­

tic process. The probabilistic descriptions then constitute statistical definitions that 

can be more applicable to the mathematical basis of system designs. A probabilistic 

description is not always in the realm of possibility and the extended development 

of probability models are not always warranted. In many engineering situations, a 

statistical description of noise satisfies all design requirements (Cooper & McGillem, 

1999). Some important statistical descriptions are the expected value, or mean, the 

central moments, in particular the variance, correlations, and spectral estimations.

Qualitative assumptions about a stochastic process are often an important start­

ing point, which can simplify the quantitative description. Sometimes the only way 

to specify noise in terms of its probability and statistical descriptions is to assume 

the noise has certain properties which validate the mathematical descriptions.

Stochastic processes are often assumed to be ergo die, which specifies that any 

sample function, x(tj) from the stochastic process %(*) completely represents the
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statistical nature of the entire ensemble. Thus, any sample function can be used in 

deriving the statistical properties of an ergodic process (Cooper & McGillem, 1999).

An ergodic process is also a stationary process. This type of stochastic process 

is independent of time origin. The statistical nature of any sample function does not 

depend on the time in which the sample was gathered. Thus, the statistical properties 

for the sample function x(tj) will, in this case, be equal to the statistical properties 

of sample function x(tj) for ^ ^  tj. If a process is stationary, it is not always ergodic, 

but an ergodic process is always stationary (Cooper & McGillem, 1999).

If a process is stationary, then the entire statistical description does not change 

depending on choice of sample time. If only the first and second central moments 

are time invariant, the process can be considered wide-sense stationary. A wide-sense 

stationary process is often considered sufficient when using only the mean value and 

noise power to analyze and predict a system’s detection capabilities.

The ensemble {z(Z)} of a stochastic process is the entire collection of all possible 

sample functions that may be acquired from the process. A sample function x(t) is 

one of any possible outcomes taken from the ensemble. The sample function x(t) is 

comprised of random variables X; taken at x(ti).

In order to develop a probabilistic description of a stochastic process, a probabil­

ity distribution is developed, which represents the probability of observing a random 

variable x that is less than or equal to the possible value x.

Fx (x) =  P r ( x < x )  (4.17)

From the distribution function, the probability density function (pdf) can be 

acquired. The pdf is the derivative of the distribution function with respect to the
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random variable.

(4.18)

The physical significance is contained in each step dx, such that,

fx{x)Ax  = Pr \x < x  < (x +  Az)]

=  fx{x)dx = Pr [x < x  < (x + dx)], (4.19)

which is the probability that x lies between the possible values x and x+dx  (Cooper & 

McGillem, 1999). Thus, the information contained in the pdf isn’t implicitly obvious, 

however, the pdf can be used to determine important statistical properties. If the 

pdf describing a the stochastic process z(«) is known, then the expected value and

central moments can be determined. The expected value, E  [x], is simply the mean

value of the process.

/ oo

x f x {x)dx  (4.20)
-oo

The second moment, which is the mean-square value, is also determined from 

the pdf by,

/ oo

x2fx ( x ) dx .  (4.21)
-oo

When considering noise and how a detection system is effected by the noise, the 

noise variance is much more useful than the noise mean. The variance is found by

/x(z) =
dFx(x)

dx



103

calculating the second central moment, which is derived from the pdf by,

/oo

( z - x ) 2 f x ( x ) d x
J —oo

(4.22)

The variance can also be determined from the difference between the mean-square 

value and the square of the mean value. In electronic systems, noise often has a mean 

value of zero. If the mean value is defined as zero, then the variance is equal to the 

mean-square value. This, however, is not the case for systems that utilize light, since 

light is always positive, and the mean is some value greater than zero, so

The mean-square value is also related to the total power spectral density function 

used to describe the stochastic noise in the frequency domain.

4.7.1 Correlation

If the probability description of a stochastic process, such as noise, is not defin­

able or is difficult to work with mathematically, then statistical properties may be

of different stochastic processes is desired, then a crosscorrelation function is utilized 

and if statistics for a single stochastic process is desired, then an autocorrelation

4  = (x-x)2 = x^-(x)2 (4.23)

(4.24)

obtained more easily with correlation functions. If the statistics for the interaction

function is utilized. Also, the output of a linear system can be determined from the 

specification of a correlation function at the input, even if the probability density 

function is not known (Cooper & McGillem, 1999).
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Correlation functions lead to a function of time that provides insight to the 

statistical properties of a stochastic process. The autocorrelation of a stochastic 

process x(») is found by

/ oo

Z1Z2A (Zj, Zg Zj Zg) dzj d%g . (4.25)
-00

From the correlation function, the mean-square value can be determined at 

J?x(0).

R x (0) =  X2 (4.26)

If the mean value is known, then the variance can be determined by subtracting the 

square of the mean value from Rx(0)-

If the mean value is zero, then the variance is simply equal to the autocorrelation 

function evaluated at r  =  0. Thus, /^(O) is equal to the mean-square value, whether 

the process has a mean value of zero or not (Cooper & McGillem, 1999).

4  =  fix(0) -  (X)2 =  X 2 - (X)2 (4.27)

The autocovariance function is often more useful, since the mean value is removed,

and the function is only dependent on random fluctuations, or noise (Helstrom, 1991).

Subtracting the square of the mean value from the autocorrelation function produces 

the autocovariance function, Cx (t )  .

Cx(r) =  Rx (t ) -  (X)2 (4.28)

Evaluating the autocovariance at r  =  0 is the same as equation 4.27 and, therefore,
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gives the variance of the stochastic process.

Cx (0) =  4  =  i? x (0 ) - (X )2 (4.29)

The autocorrelation function can also be used to determine the power spectral 

density (psd) function. The psd function describes how the power in stochastic noise 

process is distributed over the frequency domain. The power spectral density func­

tion, Sx(/), can be obtained by taking the Fourier transform of the autocorrelation 

function, R x (t ).

/ oo
R x ( r ) e ~ i2^ d T  (4.30)

■oo

The psd function is often used when determining a system’s output by applying 

the psd to a system’s power transfer function, which is described in the next section. 

The psd function can also be used to find the mean-squared value for a stochastic 

process. Integrating the psd function, Sx(f ) ,  results in the mean-squared value,

/ oo

S xV )  df  , (4.31)
-oo

which is also equal to the result from evaluating the autocorrelation function at t  = 0, 

as shown in equation 4.26.

4.7.2 Noise Power Transfer

Once a stochastic noise source is defined in terms of its statistical properties, 

these properties can be used in the design and analysis of a linear time invariant 

(LTI) system. As shown in the previous section, noise can be statistically described
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in terms of it variance, mean-squared value, and its mean value. It can also be 

described in the time domain, by determining an autocorrelation function, and in the 

frequency domain, by determining the power spectral density function.

Linear systems theory and spectral analysis techniques can be found in numer­

ous texts such as Taub & Schilling (1986), Stremler (1990), Oppenheim & Willsky 

(1997), and Cooper & McGillem (1999). A basic premise of linear systems theory is 

that, given an LTI system, its input and output are related by the system’s transfer 

function, or impulse response. Given the impulse response, h(t), the transfer function, 

H(f ) ,  is found by taking the Fourier transform of h(t).

/ oo

dt (4.32)
-oo

Convolution can be used in the time domain to determine the output of a system, 

y(t)} based on its input, x(t), and the system’s impulse response, h(t). In this case, 

both the input and output signal can be considered to have units of current or voltage.

/ oo

x(r)h(t  — t )  dr (4.33)
-OO

Often, a transformation is used to simplify the previous equation. Performing the 

convolution process in the time domain is equivalent to performing multiplication 

in the frequency domain. If the Fourier transform of both the input x(t), which is 

X ( f ) y and the system’s impulse response, h(t), which is H(f ) ,  can be found, then 

the output, F (/), can be obtained through multiplication.

Y( f )  = X( f )  ■ H U ) (4.34)
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The time domain signal at the output, y(t), can then be found by taking the inverse 

Fourier transform of Y (/).

Vit )  =  I Y ( f ) e P ' i t d f =  / “  ( * ( / ) •  (4.35)
J —oo J —oo

In terms of designing a system, the transfer function can instead be specified

by dividing the output by the input. If the input is known, and a desired output is

specified, then the transfer function and impulse response can be developed.

H( S)  =  Y U )  (4-36)

and

/ oo
d f  (4.37)

•oo

The same procedures can be used to analyze the transfer of stochastic processes 

through LTI systems. When analyzing stochastic processes, however, waveforms can­

not be specified in terms of a deterministic voltage or a current. The statistical rep­

resentation of a stochastic process describe it in terms of variations in power. Thus, 

the power transfer function needs to be used when analyzing stochastic processes.

The power transfer function is the squared magnitude of the transfer function. 

If H( f )  is the transfer function of an LTI system, then it power transfer function is

I W ) I 2 .

In order to determine the power spectrum of a stochastic process at the output, 

Sy (/), of an LTI system, the power transfer function can be applied to the input 

power spectrum, Sx{f)-

SyU)  = Sx ( f ) \ H U ) \ 2 (4.38)
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As shown in equation 4.37, the previous mathematical statement can also be used to 

design a transfer function that will produce a desired output based on a given input.

If the input power spectrum, Sx(f ) ,  is known and the desired output spectrum is

S y ( / ) ,  then the power transfer function is,

(4.39)

The statistical analysis calculations that were described above can also be per­

formed on the system’s output. The mean-squared value at the output, X^, can then 

be determined by integrating the output power spectral density function, 5y(/).

/ oo
Sy ( f ) d f  (4.40)

■oo

If the stochastic process contains a mean value, then the square of the mean 

value at the output, (Xï)2, can be determined by,

(>Q 2 = ( i q 2\H(0)\2 (4.41)

where (X[) is the square of the mean value at the input. Since the mean value is 

a dc component, the power transfer function is evaluated at /  =  0, in the equation 

above.

The variance at the output, can be determined by subtracting the square of 

mean value from the mean-squared value. If the mean value at the input is zero, then 

the mean value at the output is zero and the variance at the output is equal to the
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mean-squared value at the output.

poo
cr20 = X l -  (}Q =  /  Sx (f )\H(f)\2 df -  (%) \H(0)\2 (4.42)

4.7.3 Equivalent Noise Bandwidth

Instead of integrating over the entire frequency spectrum, it is often easier to de­

termine the noise power out of a filter by using the filter’s equivalent noise bandwidth. 

A filter’s equivalent noise bandwidth (NEB) is the bandwidth of an ideal filter, which 

when applied to a white noise source, produces the same noise power at the output 

as the actual filter (Stremler, 1990). The NEB is defined such that the area under an 

ideal filter is equal to the area under the real filter over all frequency.

The NEB is determined by dividing the area of a filter from /  = 0 to /  = oo by 

the value of the filter at /  = 0.

As an example, the NEB for a second order, lowpass filter, is determined.

The lowpass filter is defined as,

where G l p  is the filter gain and f c is the -3dB cutoff frequency. Integrating |JTi p ( /) |2 

from /  =  0 to /  =  oo results in,

— oo

(4.44)

(4.45)
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Evaluating |i7z,p(/)|2 at /  =  0 is simply the square of the filter’s gain, G2LP. Inserting 

these values into equation 4.43 produces the NEB for % p ( / ) .

B* = =  / c f  (4.46)

The ideal filter the produces the same noise power at the output, defined as the 

noise equivalent filter, has a gain equal to the real filter’s gain that is constant over the 

noise equivalent bandwidth, The noise equivalent filter, can be written

as,

H eM f )  = g lp H  (4-47)

The rectangular gate function is defined as unity over a specified bandwidth and 

defined as zero elsewhere, as shown in the following equation.

Rather than integrating over the entire frequency spectrum, the noise at the 

output of a filter can then be determined by integrating over the noise equivalent 

bandwidth. If Sx (f)  is a zero mean valued white noise source applied to the lowpass 

filter, Hipi f ) ,  the noise power at the output can be found by using the real filter and 

integrating over all frequency.

/ oo

Sx(f) \HLp(f) \2 df  (4.49)
-oo

Or, the same output power can be determined by using the noise equivalent filter and
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integrating over the noise equivalent bandwidth.

= Glp t 2 Sx df  (4.50)
J-fc%

The latter integral is quite often the simpler of the two. It is, therefore, beneficial to 

determine the NEB of real filters for noise analysis purposes.

4.8 Conventional Laser Diagnostic Instrumentation

Different measurement techniques can be utilized in laser diagnostics to increase 

the probability of detecting a signal, or determining if a signal exists. Often the 

measurement technique is classified by its ability to improve the signal-to-noise ratio 

(SNR). Choosing which basic technique to utilize is determined by how closely the 

technique’s processing functions meet the desired measurement objective (Cunning­

ham & Shaw, 1999).

SNR improvement is often achieved by bandwidth narrowing techniques. Nar­

rowing the detection bandwidth in a controlled manner can reduce the total amount 

of noise at the output, while preserving, and even amplifying, the desired signal. A 

few basic techniques of bandwidth narrowing that are in widespread use are signal 

averaging, transient averaging, boxcar integration, multichannel scaling, pulse-height 

analysis, and lock-in detection or phase sensitive detection (Horowitz & Hill, 1989).

Two established instruments are the lock-in amplifier and the boxcar integrator. 

The functionality of each of these instruments is explained to show the relationship 

between the processing functions incorporated into the imaging system and processing 

functions that are held as industry standards.
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4.8.1 Lock-In Amplifier

A lock-in amplifier is a phase sensitive detection instrument that measures small 

ac signals in the presence of noise, which may be many thousands of times larger than 

the signal. A lock-in amplifier is a well established instrument typically used in laser 

diagnostics to extract a small information bearing signal, when the laser source is cw, 

and the amplitude-modulated frequency and phase are known a priori (Eckbreth, 

1996).

Extracting a small ac signal of interest is accomplished, in an elementary form, 

with mixing and bandwidth narrowing operations. First, the input to the lock-in 

amplifier, which can be the output from a photodiode, is mixed with a reference 

sinusoid. The reference sinusoid is normally generated from a phase-locked loop 

driven by the same waveform used for modulation.

Mixing the input with a sinusoid accomplishes two things. The dc component, 

which can be much larger than the signal in laser diagnostics, and any low frequency 

noise are translated to a high frequency band. These are the sum frequency terms in 

a homodyne process. Likewise, the signal of interest is translated in frequency, albeit 

back down to the baseband.

After mixing the input with the sinusoidal reference, a lowpass filter removes the 

sum frequency components, where the dc and low frequency noise now reside. The 

end result, at the output of the lowpass filter, is comprised of the signal and any 

noise that existed at the modulation frequency over a bandwidth equal to the noise 

equivalent bandwidth of the lowpass filter. The extent of noise reduction is, therefore, 

controlled by the synchronization of the reference sinusoid and the passband of the 

lowpass filter. A narrower lowpass filter passband increases the SNR, but also reduces 

the instruments response time (Fowler, 2000; Stanford Research Systems, 1999).
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The lock-in amplifier utilizes the homo dyne detection method, described in sec­

tion 4.4.1. The lock-in amplifier is, therefore, sensitive to the phase difference between 

the modulated signal and the sinusoidal reference. A phase error will reduce the gain 

applied to the recovered signal; a phase error of ±90° results in a gain of zero, elimi­

nating recovery of the signal. Commercial lock-in amplifiers, however, allow the user 

to either adjust the phase or lock to the phase that maximizes the signal.

The diagnostic imaging system described in this work has a few characteristics 

that were extracted from the lock-in amplifier. Using a reference waveform, or trigger, 

the input is sampled, at the pixel level, with a waveform that is locked to the frequency 

and phase of the modulation waveform.

Mixing the input with the pixel’s sampling waveform translates the modulated 

information signal down to the baseband. However, since the sampling waveform 

at each pixel has an inherent dc value, the input’s dc term and low frequency noise 

remain at the baseband and are not completely translated to a higher frequency band. 

Thus, the processes that occur at the pixel level are not ac-coupled like the processes 

that are performed by the lock-in amplifier.

The imaging system also has a lowpass filtering capability at the pixel level. 

Multiple samples can be stored at each pixel, producing an averaging process. The 

averaging process filters out high frequency components, which can include sum fre­

quency terms, much like the lock-in amplifier.

4.8.2 Boxcar Averager

A boxcar averager, or gated integrator, is a more appropriate instrument for 

measuring a train of short pulses that are separated by relatively long durations of 

zero information, which is the case when the duty cycle is much less than 50%. A
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boxcar integrator greatly improves the SNR by detecting the signal only when it is 

present and not detecting anything when there is nothing but noise. The detection 

is performed by switching, or gating, the input signal, to an amplifier, on and off. 

Significant amplification of the gated signal, on the order of 108, is also possible, which 

improves the instruments capability of detecting small amplitude signals (Stanford 

Research Systems, 1999).

The gated input is then fed into a lowpass filter, which integrates all of the on 

gates. Thus, the boxcar integrator can essentially be considered a gated lowpass 

filter. The final value at the filter’s output is equal to the average value of the 

pulses over the on interval of the gate. SNR improvement is obtained by reducing 

the noise bandwidth and patiently gathering information, which is spread out over 

time (Fowler, 2000).

In its elementary form, the boxcar integrator is a gated averager that is comprised 

of a simple RC  integrating circuit that has a triggerable on-off switch, called a gate, 

at its input. The gate is controlled with an external trigger that is synchronized to 

the laser source or experiment. Triggering the gate on allows the input to pass to the 

RC  integrator for the time duration r.

A boxcar integrator can be operated in three averaging modes, which are based 

on the relationship between the RC  time constant and the gate time duration r. 

If t  is much less than RC,  the boxcar operates in a linear averaging mode; if r  is 

approximately equal to RC,  it operates in an exponential averaging mode; or if r  is 

much greater than RC,  the boxcar operates in a sample and hold mode.

In the linear averaging mode, the integrated value is a linear weighting of all of 

the pulses that are sampled. The integrated value increases over time and, thus, the 

output must be read prior to saturation. If R C /r  pulses are integrated, the output
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will approximate the average of all the pulses (Eckbreth, 1996).

The exponential averaging mode is used to continuously measure a signal’s steady 

state value. In this case, when r  is approximately equal to RC, the most recent 

integrated pulses are more heavily weighted and earlier pulses are forgotten. As the 

pulses are integrated, the RC  integrator will reach a steady state value, from which 

variations in the input can be determined.

As pulses are averaged in both the linear averaging mode and the exponential 

averaging mode, the noise contained in the pulses is also averaged. Most noise sources, 

such as photon noise and 1 / /  noise, have a zero mean value and will, therefore, 

average out to zero. Any type of offset or additional dc values, other than the signal 

of interest, will not be eliminated, but will average to their mean values (Stanford 

Research Systems, 1999).

The final operating mode is typically used in conjunction with an analog-to- 

digital converter (ADC). If r  is much larger than RC, then each pulse is sampled 

individually and held on the integrator’s output. The integrator’s output can be 

digitized and additional processing can be performed digitally (Eckbreth, 1996).

The diagnostic imaging system also shares characteristics with the boxcar in­

tegrator. At the pixel level, the input can be gated, by the read out gate (ROG), 

either on or off. The information in each pulse or sample is stored in the vertical 

register. Multiple pulses can be stored in the vertical register, creating a lowpass 

filtering function, or integrator. Operating the imaging system in a homodyne mode 

is comparable to operating a boxcar integrator in the linear averaging mode.

Unlike a typical boxcar integrator, the imaging system is not capable of ampli­

fying the signal prior to averaging with the vertical register. In fact, there is actually 

a slight loss in signal due to the quantum efficiency of the CCD detector. However,
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the phase sensitive imaging system can capture two-dimensional data, which is not 

possible with a single boxcar integrator.
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Chapter 5 

REPRESENTATION OF SIGNALS AND NOISE

In order to use the mathematical model that represents the diagnostic imaging 

system’s functionality, certain definitions and clarifications about the system’s input 

need to be presented. This chapter introduces mathematical descriptions of the wave­

forms that when combined, represent the total irradiance entering the detector. This 

chapter also introduces definitions for noise levels, which are derived from both laser 

characteristics and electronic characteristics. The definitions made in this chapter will 

then be used in Chapters 6 and 7, after the imaging system’s mathematical models 

are developed, to predict the signal and noise power present at the output.

This investigation analyzes the imaging system’s temporal response, rather than 

its spatial response, and, therefore, the input is defined in the time and temporal 

frequency domains, but not in the spatial domain. The definitions developed in this 

chapter model the irradiance that enters a single pixel. It is assumed that the total 

irradiance over the entire CCD array is uniform and any pixel of interest is incident 

with the same input.

An objective of this investigation, as outlined in Chapter 4, is to gain a sys­

tems level perspective of the imaging system. The system level model is then used 

to explore methods to enhance the imaging system’s detection capability. In order 

to perform a linear systems analysis, with mathematical models that describe the 

imaging system’s functionality, a linear mathematical model of the input needs to be 

realized.



118

Information about the input signal and noise components that will contribute to 

a linear systems analysis is specified in the following sections. For example, a power 

spectral density function for both photon noise and 1 / /  noise is developed. Time 

domain and temporal frequency domain models of the signal are also defined. The 

power spectral density functions are then used to provide insight on how the signal 

and noise components transfer through the imaging system and are manifested at the 

output.

5.1 Input Signal Definition

The instantaneous optical input signal, Pr(t), is modeled as the composition of 

three irradiance components: (1) a steady state background irradiance, /p; (2) an 

information bearing irradiance, A(t), that is modulated with a periodic waveform 

m(t)] and (3) additive noise irradiance, The information bearing irradiance,

A(t), which we are seeking to detect at the imaging system’s output, is considered 

to be a random phenomenon that represents a physical parameter of interest. The 

frequency and phase of the modulation function, m(t), that is impressed on the in­

formation bearing irradiance, are most likely controllable, and, therefore, known a 

priori. Thus, the modulation function, m(t), can be used to represent the periodic 

nature of a signal employed in a particular diagnostic technique. The steady state 

background is the mean, or dc, value of the input. Random variations in the input are 

contained in the noise component, which is the combination of photon noise and 1 / /  

noise. Thus, the different components can be manipulated into a form that provides 

a good representation of a particular experiment’s conditions.

Pr(t) = / p + IN{t) + A(t) • m{t) (5.1)
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This general mathematical definition of the irradiance incident on a single pixel 

(equation 5.1) can be used to model a range of input characteristics. The input to a 

detector from both background free and background intensive diagnostic techniques 

can be modeled. The steady state background component is the mean value of the 

optical input. Background intensive and background free diagnostic techniques can 

be modeled by changing the magnitude of the steady state background component 

accordingly.

As shown later in this chapter, the level of the two noise sources are a function 

of the level of the steady state background, Ip. If the background tends to zero, 

as in a background free diagnostic, then the noise levels become a function of the 

signal level. A range of case studies can, therefore, be performed by incorporating 

the characteristics of a particular diagnostic into the general model.

As an example case study, the probe beam, in a pump/probe absorption spec­

troscopy (PPAS) experiment can be modeled with equation 5.1. In this case, the 

modulated information bearing signal, A(t) • m(t), is superimposed on a much larger 

steady state background, Ip. The background irradiance also fluctuates at low fre­

quencies and has an inherent fluctuation in the arrival rate of photons. A(t), therefore, 

also resides in the 1 / f  noise and photon noise (IN(t)).

In a PPAS experiment, two laser beams, a pump beam and a probe beam, are 

passed through a spatially overlapping region in a sample. The lasers are tuned 

in wavelength to the resonant frequency of the species under investigation. Thus, 

some of the photons in the lasers are absorbed by the species. The change in a 

beam’s irradiance, after it passes through a sample, can then be used to determine 

characteristics about the species under investigation (Settersten, 1999).

If only the probe beam is passed through the sample, the number of absorbed
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photons will reach a steady state value and the beam’s irradiance out of the sample will 

reach a steady state value. Since the species information is contained in the amount 

the irradiance changes from the sample’s input to its output, a very small steady 

state value at the output would be impossible to measure. The pump beam, which is 

modulated, is also passed through the sample to impress a predetermined modulation 

waveform on the probe beam. Knowing the frequency and phase of the modulation 

waveform a priori provides a way to synchronize the probe beam irradiance with a 

reference.

Before the pump beam enters the sample volume, it is directly modulated. A 

modulation waveform can be impressed on the pump beam with a mechanical chop­

per, acousto-optic modulator (AO) or eletro-optic modulator (EO) as discussed in 

Chapter 4. The modulation waveform that is impressed on the pump beam also 

appears on the probe beam after it passes through the sample (Fiechtner & Linne, 

1994). The probe beam, which is a continuous wave (cw) beam before entering the 

sample, increases slightly in irradiance at the frequency and phase of the modulated 

pump beam, which passed through the sample just prior to the probe beam. Infor­

mation about the sample volume, through which the two beams cross, is contained in 

the level of attenuation impressed on the probe beam. Since the frequency and phase 

of modulation waveform impressed on the pump beam are known, the information in 

the probe beam can be extracted by utilizing the a priori knowledge (Fowler, 2000). 

Extensive information about PPAS can be found in (Settersten, 1999).

The probe beam, after it exits the sample volume, can be modeled using equa­

tion 5.1. The steady state value, Jp, is used to represent the average probe beam 

irradiance, or dc power. The modulated information bearing signal, A{t) • m(i), rep­

resents the variations in the probe irradiance that are related to the sample. Random
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fluctuations in the probe beam irradiance are assumed to be photon noise and 1 / f  

noise. These noise parameters are incorporated in the noise component /#(£) to 

complete the probe beam model.

As an example of a background free technique, the model may also be used to 

describe the fluorescence signal from pressure sensitive paint measurements. In this 

case, the information bearing signal, A(t), while still small, is comparable to the 

steady state background, Ip.

In the background intensive case, the 1 / f  noise and photon noise is a function of 

the background, Ip. The 1 / f  noise and photon noise in a background free diagnostic, 

on the other hand, can be modeled as a function of the A(t) itself. Thus, the same 

variables from equation 5.1, albeit with different scales and bounds, can also be used 

to represent the modulated information bearing signal, steady state background, and 

the noise present in a background free diagnostic.

5.2 T ransfer O f U nits

Before determining representative equations for the background, photon noise, 

and 1 / f  noise, the units of the equations are introduced in this section. As shown in 

section 5.3, the input to the imaging system can be specified in units of either watts 

or photons/ second.

In general, the noise components in a system are specified in units that are the 

square of the signal units. For example, if a signal has a mean value with units of 

volts, then its variance is defined in units of volts2, which can also be defined as 

normalized power (referenced to a resistance of 1 ohm) with units of watts.

In this analysis, the magnitude of the inputs are given in units of watts and 

photons/second. The noise components will, therefore, have units of (watts)2 and
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(photons/sec)2.

These units for noise appear to be ambiguous. An illustration that shows how 

units are transferred through the imaging system helps in understanding the noise 

units. Figure 5.1 illustrates the transfer of units through the imaging system. The 

quantum efficiency, integration time, CCD’s output amplifier conversion, and the gain 

of the read out electronics are incorporated into Figure 5.1. These parameters are 

explained in section 2.7. Figure 5.1 does not include the system’s analog to digital 

(ADC) converter.

QE

Electrons Collected
Incident Photons I Volts

Electron
Volts
Volt

Input Quantum
Efficiency

Integrator CCD Output 
Amplifier

Read Out 
Electronics

Output 
(Prior to ADC)

photons electrons sec volts volts : volts
sec photon electron volt

2
(photons)

2
(electrons) (sec)2 (volts)2 (volts)2

>III

(sec)2
2

(photon)
2

(electron) (volt)2 or watts

FlG. 5.1. Unit conversion from CCD input to output of the read out electronics, 
prior to analog-to-digital conversion (ADC)

Based on Figure 5.1, the imaging system’s output has units of volts when the 

input has units of photons/ second. Correspondingly, the noise output has units of 

(volts)2, or watts, when the input is in units of (photons/sec)2. The input magnitude 

units are, therefore, defined as photons/ second and the input power units are defined
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as (photons/sec)2. At the input, the units can be converted to watts and (watts)2 

respectively, considering the energy per photon.

The units for the magnitude spectrum and power spectral density are defined 

accordingly. Figure 5.2 gives spectral definitions and shows the transfer of spectra 

through the imaging system’s transfer function Hs(f) .

S i ( f )  ---------1

jphotons/secj'

photons/sec

Fi(f)

Hz
watts

volts

Hz

FlG. 5.2. Transfer of magnitude spectrum (F(f ))  and power spectrum (S(f)) 
through the system function (Hs(f))  that describes the imaging system

The input magnitude spectrum has units of (photons/ sec) /  \/Hz. Applying the 

input magnitude spectrum to Hs(f) results in an output spectrum that has units of 

volts/VHz. Based on the noise units defined above, the input power spectral density 

function, or simply power spectrum, has units of (photons/ sec)2/ Hz. The output of 

the power transfer function, \Hs(f)\2, is in units of (volts)2/Hz, or watts/Hz.

In the following sections of this chapter, the magnitude spectrum, F(f) ,  and
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power spectrum, S(f ) ,  are, therefore, defined with the following units.

photons /sec watts
F( f )  i- = ! ----  orVHz VS

(photons/sec)2 (watts)5 ( /)  ---- ——--------- or
Hz Hz

5.3 Background Component

The steady state background component, defined in this section, is derived from 

the average beam power, Pg. Both an incident power per pixel, /p, and a correspond­

ing photon arrival rate per pixel, Xp, are defined. Initially, the irradiance in the entire 

laser beam, /#, is defined for a beam with average power Pb , in watts, and a beam 

diameter dg, in centimeters.

The steady state power per pixel, Ip, can then be determined from the beam irra­

diance, I b , using the area of a single pixel, Ap. The area of one pixel on the Sony 

1(7X085 interline transfer CCD is approximately 4.5xl0“7 cm2.

Ip = I bAp = — wat ts (per pixel) (5.3)
TTOg

The background power, Ip, is considered to be the mean power entering a single 

pixel and is defined as a constant value for all time. Since the incident power is a 

constant, the background power spectrum, per pixel, is an impulse, Ip6(f),  at the 

frequency domain origin. Variances in the power entering each pixel is considered 

noise, which will be defined in a later section.
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The mean per pixel photon arrival rate, Xp, can also be defined using the beam 

irradiance, I b ) defined in equation 5.2, and the energy per photon, e. The energy per 

photon, e, is a function of wavelength,

he Joules
e = —- —------  (5.4)

aw photon

where h is Planck’s constant and c is the speed of light. Using the energy per photon, 

the beam irradiance, /#, can be converted to the beam’s photon flux density, Ag.

IB XAPb photons
X b  =  —  =  ------- :— "9  T  (5 .5 )

 ̂ ^C7r(dg)  sec-cm^

By incorporating the pixel area, Ap, into the equation above, an expression for 

the mean photon arrival rate, Xp, at a single pixel, is obtained.

Ap =  ABAP = M *  = k  = (per pixel) (5.6)
p P e e har (dB) sec u r  /

Just as the average power, Ip, is considered to be a constant for all time, so too is

the photon arrival rate, Xp. Deviations from the constant photon arrival rate are

considered noise. The steady state background is, therefore, defined as an impulse 

in the frequency domain at dc. Based on the discussion of units in section 5.2, the 

steady state background power spectrum, «S'g(/), can be written in the following two 

forms.

SB(/) =  (1P)2 6(f) (5.7)

or

SB(f) = (Xp)26(f) (5.8)
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For a given exposure time, At, the mean number of photons incident on a pixel 

is XpAt. Based on the exposure time and the CCD’s dynamic range, the maximum 

power that can be incident on each pixel prior to reaching saturation can be deter­

mined.

Maximum Incident Power Per Pixel

—  400 nm 
  770 nm

.-10

,-n

u 10 12

.-13

.-110 3
Exposure Time (sec)

10 4

FlG. 5.3. Maximum incident power per pixel according to sampling time

Figure 5.3 illustrates the maximum steady state power, Ip, that can be incident 

on a single pixel for an exposure time of At, without saturating the pixel. The 

corresponding maximum beam irradiance, IB, that can be incident on the entire 

CCD array is illustrated in Figure 5.4. The irradiance in Figure 5.4 is calculated by 

dividing the maximum incident power per pixel, Ip, in Figure 5.3, by the pixel area, 

Ap.

The maximum incident power per pixel is based on the CCD’s well depth, which, 

as explained in Chapter 2, is the maximum number of photoelectrons that can be held
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in a pixel’s potential well. The accumulation of photoelectrons beyond the well depth 

leads to saturation.

Maximum Beam Irradiance 400 nm 
770 nm

.-4

io~5 10 4 .-2

Exposure Time (sec)

FlG. 5.4. Maximum beam irradiance according to sampling time

As shown in Chapter 2, the well depth of the interline transfer CCD is about 

34,000 photoelectrons. Since lasers are typically monochromatic light sources, the 

number of incident photons required to fill a pixel’s potential well is dependent on 

both the detector’s quantum efficiency at the beam’s particular wavelength and the 

photon arrival rate at the detector plane. The photon arrival rate, Ap, and the 

corresponding steady state power, /p, were shown in equation 5.6 to be related by the 

photon energy, e, which is also a function of wavelength. In this case, wavelengths 

of 400nm and TOOnm and a well depth of 34,000 electrons were used to calculate the 

maximum values shown in Figures 5.3 and 5.4.

The maximum incident power per pixel and maximum beam irradiance are im­

portant parameters that need to be taken into consideration when designing back­



128

ground intensive diagnostics, such as PPAS. Not only does a beam’s power need to 

be set to operate in the linear region of a diagnostic, but it also needs to be set or 

attenuated so that the detector operates in the linear region and is not saturated.

The signal-to-noise ratio (SNR) is another factor that also needs to be considered. 

It will be shown that the SNR, according to the photon limit, increases with increasing 

beam power. An optimized system would therefore have a high SNR while operating 

in the detection system’s linear operating region.

5.4 Stochastic Process Definitions

Random variations away from the average power, /p, incident on each pixel, 

are considered to be noise. The total noise entering a pixel is a combination of low 

frequency drifts in the incident power and photon noise. Low frequency drift in the 

background power is considered to be noise with a 1 / /  type power spectral density, 

or power spectrum. Photon noise, which is inherent in all optical systems because of 

the discrete nature of photons, is considered to be white noise with a uniform power 

spectrum. Spatial noise is also discussed below, however, it is not included as a noise 

source in the temporal model.

Since noise is a random phenomenon, it is advantageous to describe noise with 

probabilistic and statistical methods. It is not possible to define noise at every instant 

in time, but it is possible to determine the average power and the distribution of power 

over frequency for a noise source (Cooper & McGillem, 1999). The following sections 

will define probability properties and statistical characteristics for photon noise and 

1 / f  noise.

Before discussing noise, the stochastic processes used in this work to represent 

the photon arrival rate and noise need to be defined. The photon arrival rate process
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is defined-as the stochastic process A(e) (A is often used in the literature to represent 

a rate). This process has a probability density function /a(A), where A is any possible 

photon arrival rate. In this case, the expected value of the stochastic process A(e)  is,

/ oo

A /A(A) dX (mean) (5.9)
■oo

The mean-square value of the stochastic process A(e) is,

/oo

A2/a(A) dX (mean-square) (5.10)
■OO

The variance of the process is the difference between the mean-square value and the 

square of the mean value.

Var (A (•)) = c'a =  A2 — (A)2 (variance) (5.11)

A stochastic beam power process that is proportional to the photon arrival rate 

process, A(e ) ,  could also be defined. Equation 5.6 shows that the photon arrival 

rate is calculated by dividing the beam power by the energy per photon. Thus, the 

random nature in beam power can be described by multiplying the photon arrival 

rate process, A(*) by the energy per photon, e.

Very similar definitions are made for the photon noise process and the 1 / f  noise 

process. The photon noise process is defined as the stochastic process W (•) (W  is 

used since photon noise is a White noise, as shown in the next section). This process 

has a probability density function fw{w), where w is any possible photon noise power.

The statistical properties of the stochastic photon noise process, W (e),  can be 

defined with the same format used in equations 5.9, 5.10, and 4.22. Making the
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appropriate substitutions into these equations gives the mean value W, the mean- 

square value, W 2, and the variance, a ^ ,  for the photon noise process, W ( e ) .

Finally, the same definitions are made for the 1 / f  noise process. The 1 / f  noise 

process is defined as the stochastic process L(e) (L is used because this process 

contains primarily Low frequency noise). This process has a probability density 

function /l(/), where I is any possible 1 / f  noise power.

The statistical properties of the stochastic 1 / f  noise process, L(e), can again be 

defined by making the appropriate substitutions into equations 5.9, 5.10, and 4.22. 

The statistical parameters for the 1 / f  noise process, L(e), are the mean value L, the 

mean-square value, L2, and the variance, <j|.

Although the probability density functions (pdf), for each of the stochastic pro­

cesses above, were introduced, exact definitions for the density functions may not 

be obtainable. In fact determining the pdf for a stochastic process may not even 

be necessary. Often, the statistical properties of a stochastic process, such as the 

mean, mean-squared value, and variance, comprise adequate information to perform 

a complete design and analysis of a system (Cooper & McGillem, 1999).

In order to find the total noise from the photon noise and 1 / f  noise sources, 

a final assumption is made about the correlation between the two sources. If noise 

sources are assumed to be completely uncorrelated, then their correlation coefficient 

is zero and the noise sources add solely in quadrature. It is assumed in this work that 

the photon noise and 1 / f  noise sources are uncorrelated. Therefore, the total input 

noise, NT, is defined as the square root of the sum of the square of individual noise 

sources,

Nt = / ( N w f  + (Nhf  (5.12)
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where Nw is the photon noise and Nl is the 1 / f  noise.

5.5 Photon Noise

In laser diagnostics there is uncertainty in the total amount of irradiance collected 

within a fixed time period. The uncertainty in the irradiance can be described as a 

random fluctuation in the number of photons detected at a focal plane, over a given 

time interval. The uncertainty in the total number of photons arriving at a focal 

plane is photon noise, also known as quantum noise.

Photon noise is the result of stochastic fluctuations in the arrival rate of photons. 

The total number of photons, n, detected in the interval t-\-At varies with differences 

in the selected start time t. In many cases, the signal-to-noise ratio (SNR), for 

a photon noise limited system, is defined to be proportional to the mean number 

of photons detected, n, in the given interval A t  (Dereniak & Crowe, 1984; Kopeika, 

1998). Since photon noise is described by a Poisson distribution function, the variance 

of the process is equal to the mean value. The standard deviation is, therefore, the 

square root of the mean value, and the SNR limit is,

SNRiimit = =  Vn. (5.13)

The above definition, however, does not provide the information required to 

develop a linear systems model of the input. Developing a time domain and temporal 

frequency domain representation of the laser radiation requires more information.

In order to gain more information about photon noise, such as descriptive func­

tions in both the time and frequency domains, the shot noise process is first analyzed. 

Section 5.5.1 mathematically describes the shot noise process, which is a Poisson im­

pulse process. Analyzing the shot noise process supports the conclusion that photon
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noise is a white noise source.

After determining, in section 5.5.1, that the photon noise spectrum is indeed 

white, the power level of the photon noise is then determined in section 5.5.2. The 

power level of the photon noise is determined by investigating the statistical properties 

of the photon arrival rate process, A(e).

5.5.1 Spectral Shape Of Photon Noise

The photon noise spectrum can be shown to be white by investigating the shot 

noise process. A simple current model, describing the current produced from a pho­

to detector affected by light, is first used to describe shot noise. From the shot noise 

model, the statistical characteristics of the input, which is a light source, can be 

extracted.

Current pulses are assumed to be generated when light, or a photon stream, 

hits a photo detector. The total current, i(t), is the sum of all the current pulses, as 

indicated in equation 5.14. The current pulses are assumed to have a standard shape 

that is described by an average pulse’s impulse response h{t).

oo

i(t) = ^  Ak - h ( t -  n )  (5.14)
fc=—oo

The times rfc, at which current pulses are generated, are random and are assumed 

to constitute a Poisson point process (Helstrom, 1991). A& are random response 

amplitudes proportional to the photon arrival rate (Frey, 1995). Since this random 

process is assumed to have been active for all time, it is independent of the time 

selected to gather a sample and is, therefore, a stationary process (Frey, 1995).

In order to derive the statistical nature of the shot noise process, i(t), (since 

calculating its probability density function is a difficult mathematical problem (Eel-
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strom, 1991)) an approximation, z(t), to the shot noise process is first developed. 

The approximate shot noise process, i(t), is calculated with small intervals of time, 

At  such that XAt <C 1. The shot noise process, i(t), is then found by taking the limit 

of the approximation, i(t), as A t  —> 0.

To facilitate the approximation, a binary variable, is defined that is governed 

by Poisson statistics (Helstrom, 1991). In general, if n is any integer number of pulses, 

the probability that n pulses are emitted during the time A t  is,

(AxAt)ne - A*At
Pr(n) = -------- —--------- n = 0,1,2,3,... (5.15)

where A\  is the average photon arrival rate, which is also assumed to be present for 

all time.

The binary variable, E&, however, has only two states, 0 and 1. It is defined such 

that it is one if a pulse is generated in the time interval, At,  or it is zero if no pulse 

is generated in the interval. Substituting into equation 5.15 for n, the probability 

that ek is equal to one is,

Pr (ek = 1) =  A xAte~AxAt «  A xAt  (5.16)

The approximation in equation 5.16 is made since it was assumed that AxA t  <C 1, 

such that the exponential tends toward one.

The sum of all probable outcomes must sum to one, or 100%. Thus, the prob­

ability of generating a pulse and the probability of not generating a pulse must sum 

to one. The probability that ek is equal to zero is, therefore,

Pr (ek = 0) = 1 — Pr (ek = 1) «  1 — A xA t , (5.17)
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and the expected value of e* is (Helstrom, 1991),

E[£k) =  Pr (sk =  1) ~  A\At .  (5.18)

Substituting the expected value of and the small time interval definition, A£, 

into equation 5.14, provides the expected value of the approximate current model, 

E\i(t)}.

OO oo

E[i{t)\ = ^  E[£k}h (t — kAt) =  ^ 2  Aa At h( t  — kAt)  (5.19)
k——oo k——oo

The expected value of the shot noise model, i?[i(£)], can then found by taking the 

limit of equation 5.19 as At —> 0. The result is the integrated value of current pulses, 

rather than the summation of pulses. The process is assumed stationary, thus, the 

time dependence can be removed, simplifying the integration.

/ OO /'OO

h(t — r) dr = Ax h(r) dr  (5.20)
-oo J  —OO

E[i(t)], found in equation 5.20, is the expected value of the shot noise process 

and it is proportional to the mean photon arrival rate, Aa (Helstrom, 1991). Since 

E[i(t)] is determined from the photodetector’s impulse response, h(r), the shot noise 

process can be described as the filtered arrival of photons. The arrival of photons is
■ W .'

defined statistically as a Poisson impulse process, therefore, shot noise is a filtered 

Poisson impulse process (Frey, 1995).

The mean photon arrival rate is considered to be a constant value. The photon 

noise is the difference between the actual photon arrival rate and the mean photon 

arrival rate. Since the shot noise process models the linear filtering of photon arrivals,
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photon noise variance is also linearly proportional to the shot noise variance. The 

autocovariance function for the shot noise process will, therefore, be derived, which 

will provide the variance in the shot noise process. Finally, the photon noise variance 

can be determined from its linear relationship with the shot noise process.

The same binary variable, used to approximate the shot noise process, as 

shown in equation 5.19, will again be used to develop both the approximate autocor­

relation function, Rfyhtz) ,  and the approximate autocovarince function, Cj(ti,t2). 

Since correlation functions calculate the product of two random samples at times ti 

and 2̂, an additional binary variable, £j, is defined to represent the second random 

sample.

By assuming that any sample taken from the shot noise process is statistically 

independent of any other sample, the expected value of the product of the two binary 

variables is defined as (Cooper & McGillem, 1999),

•!(*:=,•)] =  E\el} = E[ek] = A xA t  (5.21)

E[£k£j\(kjLj)] = E[Ek]E[£j] =  (AxAt)2 (5.22)

The approximate autocorrelation function is,

oo oo
# ;(W 2) =  S[z(ti)T(t2)] =  ^  ^ 2  E[£ke j ] h ( t i - k A t ) h ( t 2 - j A t )  (5.23)

fc=—oo j = —oo
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which is,

oo
Ri(ti,t2) = Y ,  E[£k}h(ti -  kAt)h(t2 -- kAt)

k~ — oo 
oo

+ Y  5 3  (t2 -  j'At)
k = —oo j ^ k

or

^ ( ^ 1̂ 2) =  ^ 2  {A\At) h(ti -  kAt)h(t2 — kAt)
k= — oo 

00

+ ^   ̂ ^   ̂(Ax At) /i(ti — kAt)h  [t2 — j  At)  (5.24)
k——oo j ^ k

The autocovariance, as noted in section 4.7.1, describes the random fluctuations 

in a process, independent of the mean value. The approximate auto covariance func­

tion, Q ( t i , t2),' is obtained by subtracting the product of the approximate expected 

values from the approximate autocorrelation function.

Ciih ih)  =  Ri(ti,t2) -  Eli fa^Eli fo)]  (5.25)

The product of the approximate expected values, taken from equation 5.19, is

which is,

Y  A \A t  h (ti — kAt)
k—~oo

oo 00

Ÿ  AaA* h (t2 -  jA t )

E[i(ti)]E[i(t2)] = Y j Y s {A\At)2 h(ti  — kAt) h{t2 — j A t ) . (5.26)
k——oo j = —<x>

The k =£ j  terms in equation 5.26 cancel the second term in Ri(t i , t2) (equa­

tion 5.24), which are all statistically independent, simplifying the calculation of
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Q(Zi,W.

oo
Ci(t1,t2) = ^ 2  (AAAt) h(ti -  kAt)h(t2 — /cA£)

fc=—OO
oo

— ^   ̂ (AaAt) h (ti — kAt) h (̂ 2 — kAt)
k — — o o

which is,

^  [AAAt -  (AAAt)2] /a(£i — kAt)h(t2 — kAt)  (5.27)
k = —oo

The autocovariance, Q (ti, tg), of the shot noise process is finally found by taking the 

limit of equation 5.27 as At  0. The integrand is initially r, which is then removed 

through a substitution to conclude with a more familiar equation.

/ oo

h(ti -  T)h(t2 -  r) dr
-OO

(or substituting) u = ti — r

/ oo

h(u)h(t2 — t i + u )  du (5.28)
■oo

The time dependence, t2 — ti, can then be removed by remembering that the shot

noise process is stationary. The shot noise auto covariance function, also known as

Campbell’s theorem is given in equation 5.29 (Helstrom, 1991).

/‘OO

h{t)h(t + r ) d t  (5.29)
-OO

The spectral density of the shot noise process is then found by taking the Fourier 

transform of the auto covariance function.

/ oo poo

/ h{t)h{t + T)e~j2nfTdt dr (5.30)
-oo J  — oo
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Si(f)  = A X /  h(t)ej27:fth(t +  r)e ^ d t  dr (5.31)
—oo J —oo

/OO PO O

h(t)ei2nftdt / h(u)e-j2rfudu (5.32)
■ o o  J — o o

where w =  (£ + t). Therefore, the spectral density of the shot noise process is,

Si ( f )  =  A x |E (/)|2 =  Sp( f ) \H(f ) \2, (5.33)

where i? ( /)  is the transfer function corresponding to the impulse response h(t), and 

Sp(f) is the spectrum of the input.

Equation 5.33 can be considered the output of a linear time-invariant filter. In 

general, the power spectrum, SY(f), at the output of a linear time-invariant filter 

is the product of the input power spectrum, Sx( f ) ,  and the filter’s power transfer 

function, \H(f)\2.

Sy ( f )  = Sx (f ) \H(f ) \2 and Sx (f) = (5.34)

Considering shot noise as the output of a filter, demonstrates that the input to 

the shot noise process has a constant spectral quantity. It is clear from equation 5.33 

that the input spectrum, Sp(f), is uniform.

S J f )  = Ax (5.35)

In the time domain, the autocovariance of the input can be determined by taking
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the inverse Fourier transform of the power spectrum, Sp(f).

/ OO f 'O O

Sp( f ) e ^ f Td f  =  A x e ^ fTd f  =  A x S(r)  (5.36)

■oo J  —oo

Equations 5.35 and 5.36, which express the power spectrum and autocorrelation 

function of the input to a photo detector, are equivalent to the definition of white 

noise. Thus, the noise contained in an input stream of photons can be modeled as 

white noise (Helstrom, 1991).

5.5.2 Photon Noise Power

Photon noise is a white noise source that has a constant power value Ax, as 

shown in equation 5.35. The next step in defining the photon power spectrum is to 

determine the value of Ax- In order to determine this value, the stochastic photon 

arrival rate process A(e) is used as a starting point. The photon arrival rate itself is 

analyzed as a stochastic process rather than analyzing the number of photons that 

arrive in a specified interval of time. By analyzing the arrival rate, the interval of 

time is arbitrary and does not require specification.

The instantaneous value of A(e) is defined as Kx{t). Kx{t) is the sum of the 

mean photon arrival rate, Xp, and the instantaneous value of the stochastic arrival 

rate, Np(t), which is considered photon noise.

=  Ap +  TVrM (5.37)

It is widely known that the collection of a discrete number of photons in a 

specified time interval is governed by Poisson statistics (Dereniak & Crowe, 1984; 

Frey, 1995; Winzer, 1997; Kopeika, 1998; Cunningham &: Shaw, 1999). The stochastic
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photon arrival rate process, A(»), however, is defined as the rate at which photons, 

or impulses, arrive at the detector plane, without stating a specific time interval. 

Since A(e) describes the arrival of photons, albeit without a specified time interval 

of accumulation, it is assumed that A(e) can also be characterized with Poisson 

statistics. In this case, the probability that the instantaneous photon arrival rate, 

K\(t),  is equal to the random and discrete arrival rate A, is,

Pr[Kx{t) = A] =  A =  0,1,2,3,... (5.38)
A!

where Ap is, again, assumed to be the mean photon arrival rate for all time.

Because A(e) is characterized with Poisson statistics, the variance of the process,

<ĵ , is equal to the mean value of the process, A, (Cooper & McGillem, 1999). As

shown in section 4.7, the variance can be defined as the difference between the mean- 

squared value and the square of the mean value. Using this definition, and the fact 

that the variance is equal to the mean, the mean-square value, of the photon arrival 

process, can be determined.

a i  =  V - ( A ) 2 

or A =  A2 — (A)2

therefore A2 =  (A)2 +  A (5.39)

The photon arrival rate process, A ( e ) ,  is a vehicle that is used to determine 

the statistical characteristics of the photon noise process, W (•). The only difference 

between A (e )  and W (e)  is the mean value. Creating separate, yet related, processes 

allows the photon noise process, W (•), to be represented as a zero-mean valued 

process. The arrival rate process, however, is characterized by Poisson statistics and
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has a nonzero-mean.

First, a general random process %(#) is analyzed. Equation 5.37 can be expressed 

in general terms as the sum of a constant value, X ) and an instantaneous zero mean 

noise term, N{t).

=  Y + N M  (5.40)

The autocorrelation function, Rx(r)) for the general expression in equation 5.40

is,

Rx(t) = ( x f  + E\N{t)N(t + T)} 

or Rx(t) = ( X ) 2 + R n ( T ) ,  (5.41)

which is the sum of the square of the general constant term and the autocorrelation, 

Æn(r), of the general noise term, N(t). Since the generalized noise term has a zero 

mean value, the autocorrelation of the noise, R n f r ) ,  is equal to its auto covariance 

function, Cn(r), as described in section 4.7.1.

R x (t ) = (X )2 + Cn(r) (5.42)

Based on equations 5.37,5.42, and 5.40, the autocorrelation function for A(e) is,

R a (t ) =  (A)2 + Ca (t) (5.43)

which is the sum of the square of the expected value and the auto covariance function, 

CAM-

Referring again to section 4.7.1, the mean-square value, A 2, of A (e )  can now be
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determined by evaluating R a (t ) at t  =  0. This is true whether the process has a 

nonzero mean value or not (Cooper & McGillem, 1999).

R a{0) =  F  =  (A)2 + Ca (0) (5.44)

Equation 5.39 shows that the mean-square value of the arrival rate process is 

also equal to the square of the mean value plus the mean value. Therefore, R \ ( t  = 0) 

can be written as,

ÆA(0) = (Â)2 + Â =  (A)2 +  C a ( 0 ) .  (5.45)

Solving for the autocovariance of A(e) gives,

C a ( 0 )  =  A or ( 7 a (r) =  A 6 ( r ) .  (5.46)

Equation 5.46 shows that the autocovariance function, of the photon arrival rate

process, evaluated at r  =  0 is equal in magnitude to the mean value of the process.

This equality is expected, since the nature of this phenomenon is described by a 

Poisson distribution.

The autocovariance, C V ( t ), of the photon noise process, W (•) is now set equal 

to the autocovariance from A(*).

Ciy(T) =  CA(T) = A6(T) (5.47)

The variance of the photon noise, as described by W (•), is equal to the autocovariance 

function evaluated at r  = 0. The mean value W  of W (•) is, however, set equal to 

zero. Thus, the mean-square value, in this case, is equal to the variance. As shown
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in equation 5.49, both the variance and the mean-square value of the photon noise 

are equal to the mean value of the photon arrival rate process, A.

(5.48)

(5.49)

The mean value of the photon arrival rate process, A, is Ap, and, therefore, <r  ̂

is also Xp. The respective units are, however, different. The mean arrival rate, Ap, 

has units of photons/sec. Thus, the mean value of the photon arrival rate process, A, 

also has units of photons/sec.

The autocorrelation function’s units are, on the other hand, the square of the 

units of the process. Evaluating the autocorrelation or autocovariance functions re­

quires that the expected value of two samples be calculated. The autocorrelation 

functions for both the photon arrival rate process, and the phdfnmnoise process have 

units of (photons/sec)2. The magnitudes of A and crjy, nevertheless, remain the same.

A = Ap 

and

~  'V

The value for A>, from equation 5.35, can now be set equal to the mean photon 

arrival rate, Ap. The power spectral density of the photon noise, shown to be white 

in equation 5.35, is found by evaluating the Fourier transform of the autocovariance

photons
sec

photons
sec

(5.50)

(5.51)

= Cw{fy =  A 

and since W  = 0

W 2 = <tL =  A
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function, Cw{f)-

S w U )  = Cw ( f ) e - ^ fTdr = Xp ,(Pho_tô s/ sec)2. (5.52)

The mean photon arrival rate, Ap, per pixel, can also be defined in units of watts. 

Since \ p is equal to Ip/e, which was shown in equation 5.6, the power spectrum can 

also be defined as,

Sw{f )  = e2 • AP = e • Ip
(watts)'

Hz
(5.53)

The total noise at the detector input depends on the system’s bandwidth. Mathe­

matically, white noise has infinite power. The bandwidth of the detector will, however, 

limit the amount of white noise power acquired.

The effective bandwidth of a detector, B, can be used to band-limit a white noise 

source (Stremler, 1990). The total photon noise, Nw , at the input to the imaging 

system is,

N w  —

N w  =

or

U-B

[/: =  y / 2 B X j
photons

sec

N]w e Ip df sJ'lBflp watts

(5.54)

(5.55)
-B
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5.5.3 Fundamental Detection Limit

Photon noise can be considered the noise floor and defines the fundamental de­

tection limit in laser based diagnostic systems (Eckbreth, 1996). The photon noise 

spectrum, shown in equation 5.53, is proportional to the mean beam power, /p, en­

tering a pixel. The detection limit can, therefore, be analyzed as a function of Ip.

The level of the photon noise spectrum, Sw{f),  is an interesting factor to con­

sider when applying the imaging system to a pump probe absorption spectroscopy 

experiment. In this type of experiment, the imaging system is used to measure modu­

lation depth contained in the probe beam. The modulation depth, amod, is evaluated 

as,

®mod = Ion T I o f f  , (5.56)

where I on is the probe beam irradiance when the pump beam is on and / 0/ /  is the 

probe beam irradiance when the pump beam is off (Settersten, 1999). The steady 

state probe irradiance is equal to the irradiance when the pump beam is off, i 0//. 

The signal irradiance is, therefore, contained in the difference term I on — I 0f f -

The general equation for irradiance was given in equation 5.2 and it has units 

of power per unit area. Multiplying the irradiance in equation 5.56 by pixel area 

produces a power ratio that can also be used to determine the modulation depth. In 

doing so, the modulation depth can be evaluated in terms of /p,

c w  = ~ = T  (5-57)
\ l o f f )  J-p

where I  a is equal to ( I on —  I 0f f ) A p . Ia is considered to be the unmodulated, peak 

value of the signal, which is not the same as the power contained in the modulated
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signal. Characteristics of the modulated signal are presented in section 5.8.

If the steady state background power, Ip, incident on a pixel is known, or is 

assumed, then I  a can be obtained for various modulation depths, a mod.

I  a  = c tm o d  Ip watts (5.58)

The expected peak signal, /a , can then be compared to the photon noise floor from 

equation 5.53. Figure 5.5 illustrates the expected peak signal for modulation depths 

of 10-2 (1.0%), 10-4 (0.01%), and 10-6 (0.0001%) over a range of steady state back­

ground conditions. The photon noise floor, in Figure 5.5, is calculated using a wave­

length of 770nm (equation 5.53). Also shown in Figure 5.5, as a vertical dashed line, 

is the maximum Ip that can be incident on a pixel without reaching saturation. The 

maximum Ip is extracted from Figure 5.3.

Figure 5.5 shows that as the steady state background power is reduced, the peak 

signal nears the fundamental photon noise limit. An increase in the background power 

may, on the other hand, only lead to CCD saturation. Care must be taken to set the 

irradiance, or steady state background power, at a level such that the signal power is 

above the photon noise limit, without quickly saturating the CCD.

5.5.4 Probability Description

If more information about the random nature of photon noise is desired, then 

a probability model must be created. As previously stated, a Poisson distribution 

agrees well with discrete physical processes, such as photon noise (Dereniak & Crowe, 

1984). Using a Poisson distribution, the probability that the instantaneous photon
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limit
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arrival rate K\(t)  is less than or equal to the possible arrival rate N  is,

Pr  [K,(t) < N] = Ar- * (5.59)
A=0

where Xp is the mean arrival rate of photons, and À is the arrival rate variable.

The distribution function for mean arrival rates of 10 and 50 are shown in Fig­

ure 5.6. The corresponding density functions, calculated numerically by taking the 

derivative of the distribution function with respect to the arrival rate step,

/a(A) = (5.60)

are also shown in Figure 5.6. Since a Poisson distribution function is used to determine 

the probable arrival rate, the arrival rate must be an integer value. This discrete

nature is seen in both the stair step changes of the distribution function and in the

discrete values of the density function.

A Gaussian density function, which is a continuous rather than a discrete func­

tion, is shown on top of the Poisson density plot in Figure 5.6. The Gaussian density 

function,

/ a ( a )  =  7 m r x p

(a -  xpy
2Ap (5.61)

with the variance equal to the mean value, was used to form the overlay plot. As 

the arrival rate increases, it can be seen that the Gaussian density function approxi­

mates the Poisson density function very well. In fact, using the central limit theorem, 

the Poisson distribution approaches a Gaussian distribution at large arrival rate val­

ues (Kopeika, 1998), Since a laser source produces an extremely high photon arrival
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FlG. 5.6. Poisson distribution with its density function compared to a Gaussian
density function

rate, a Gaussian density function can be used to describe the photon noise, should it 

be necessary.

5.6 1 / f  Noise

1 / f  noise, or low frequency noise, has been observed in transistors, diodes, av­

erage seasonal temperature, rate of traffic flow, and economic data (Halford, 1968; 

Keshner, 1982). It is also found in light sources and laser systems (Eckbreth, 1996). 

1 / f  noise has a power spectrum, Si / f ( f ) ,  that is proportional to the inverse of the 

frequency, which is raised to the power 7 . The exponent, 7 , is usually close to unity 

for most systems (Keshner, 1982).

1 / f  noise is a non-stationary random process (Keshner, 1982). Therefore, a
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different sample set can be obtained, with different statistical properties, depending 

on the time origin choice. In this investigation, the 1 / /  noise is assumed to be 

stationary in the wide sense over a single decade of frequency. Assuming that the 

1 / f  noise is stationary in the wide sense over a single decade of frequency adequately 

guarantees that the mean value, the mean-square value, and the variance are all 

constants over the single decade of frequency, independent of time origin (Cooper & 

McGillem, 1999).

Since stationary 1 / f  noise has a constant mean value and constant mean-square 

value over a decade of frequency, the total noise power in a decade of bandwidth can 

be determined. Integrating 1 / f  noise, with 7 in equation 5.62 set to unity, from a 

low frequency, //, to a higher frequency, f h, results in the following equation for noise 

power, where Ki  is a proportionality constant (Motchenbacher & Connelly, 1993).

[ fh 1
ty i-A  =  2^ i  J  j d f

jV/.-À = 2%i [ln(fh) -  ln(fi)] + C = 2Ki In (A .)  +  C (5.63)

Since the 1 / f  noise is assumed to be stationary in the wide sense over one decade 

of frequency, fh is set equal to 10/;. Evaluating equation 5.63 with fh equal to 10/; 

shows that the 1 / f  noise power is a constant value for every decade of frequency.

N fl^ 10f, =  2K1 f  j d f  =  2K, In ( B ^ )  + C  = 4 .6 ^  +  C (5.64)

The noise power over any single decade of frequency is, therefore, a constant 

value. By making the assumption that 1/ f  noise is stationary in the wide sense over 

one decade also leads to the assumption that 1 / /  noise is stationary in the wide sense 

over every decade of frequency. In this case, each decade of frequency must have the
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same noise power and rrns noise value (Motchenbacher & Connelly, 1993). In fact, 

studies of measurements from identical systems taken at different times has shown 

that the spectral shape and the 7 are quite consistent factors (Keshner, 1982).

5.6.1 Spectral Approximation

The strict definition for the 1 / f  noise power spectrum, in equation 5.62, is, 

however, not mathematically useful for this analysis. In the limit, as the frequency 

goes to zero, the 1 / f  noise increases to infinity. An alternate mathematical definition 

is used in this analysis to characterize 1/ f  noise. The power spectral density function, 

6 f,(/), defined in equation 5.65, is used as an approximation to 1 / f  noise power over 

all frequency. The subscript L is used to define the spectrum for 1 / f  noise since the 

stochastic 1 / f  noise process was previously defined as !/(•).

SL(f) = ^ )2  ........  f * 0  ( p h 0 t7 /s e c ) 2  (5.65)

The mean photon arrival rate, Ap, is incorporated into equation 5.65 so that as 

the frequency approaches zero, the 1/ f  noise power spectrum does not surpass the 

mean photon arrival rate. Also, in order to obtain the correct units, Xp is squared 

in equation 5.65. In the previous section on photon noise, Figure 5.2 demonstrated 

that the power spectrum and the statistical parameters of the noise have units of 

(photons/sec)2. The variance, mean-square value, and the square of the mean value 

for the 1 / f  noise process also have units of (photons/sec)2.

Two parameters, a cutoff frequency f 0 and an attenuation factor 7 , are used in 

equation 5.65 to shape S i ( f )  in a way that approximates the laser diagnostic system’s
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1 / f  noise characteristics. Figure 5.7 illustrates how f 0 and 7 change the shape of the 

1 / f  noise spectrum. In the first plot, the cutoff frequency is held constant and the 

attenuation factor, 7 is allowed to change. In the second plot, the attenuation factor, 

7 , is set to unity and the cutoff frequency varies from f 0 to 0.01% of f 0.
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FlG. 5.7. 1/f noise power spectral density function variations

Figure 5.7 shows that the 1 / f  noise spectrum can be configured by changing the 

cutoff frequency, the attenuation rate, or both parameters. A closed form solution 

to the integral of SL(f)  can be obtained when 7 is an integer value (Beyer, 1978). 

Since the 1 / f  noise spectrum can be adequately scaled with only the cutoff frequency 

parameter, the spectral model is simplified by setting the attenuation factor, 7 , to
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unity.

SL(f) =  , (Xpf f t o  (ph0t0° s-/sec)2 (5.66)

5.6.2 1 / / Noise Power

The variance of the 1 / f  noise process is,

Var (L(*)) = <j£ = L2 — (L) 2 (variance) (5.67)

where L2 and (L)2 are the mean-squared value and the square of the mean value 

respectively. Since the 1 / f  noise spectrum is undefined at zero frequency, the mean 

value, L, of the 1 / f  noise process is zero. The variance is, therefore, equal to the 

mean-squared value. Thus, the variance, in this case, is found by integrating the 

power spectrum over a given bandwidth B .

=  f  SL(f) df
- B

/>0— / \  \ 2  r B

al  =  / , (A?} d f +  f  , (Ap) _ df

1 +  I f ^ J 1 + (a )

photons
sec

2

(5.68)

Using a change of variable, x =  ( / / / 0), and integrating over positive frequency, 

the integral above can be written as,

/'W , ( i f f
0-2 _  2  /  dz (5.69)

L Jo+ V l  +  ^  v

where df = f 0 dx. The integral in equation 5.69 evaluates to (Beyer, 1978),
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o i =  2 (Ap)Vo ln,l+ (5.70)

which, since B / fo >> 1, can be written as,

al  = 2(Ap)2/ 0ln (^ y -
photons

sec
(5.71)

The total 1 / f  noise at the input to the imaging system, defined as N l , is given 

in units of photons/sec in equation 5.72. Equation 5.72 can also be defined in units 

of watts by substituting Ip/e for Xp.

N l = ^ ( A / Z o l n f ^  (5.72)

From previous laser beam measurements (Linné et ai, 1995a), it has been shown 

that the 1 / f  noise spectrum rolls off to the photon noise limit at frequencies on the 

order of 100kHz. A value for the 1 / f  noise cutoff frequency, / 0, can be determined 

by analyzing SL(f)  at a roll-off frequency point f  = f r for a specified gain factor G 

related to the photon noise floor. The total noise power spectrum, A r(/), can then 

be considered a factor G greater than the photon noise floor at f r hertz, as shown in 

equations 5.73 and 5.74.

S r ( f r )  — G ' S w ( f r )  — S l i f r )  +  S w ( f r )

& (/r)  =  -  1) (5.73)
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(Ap) =  \ V(G -  1) (5.74)\Mï)
Equation 5.74 can be rearranged to solve for f Q as a function of f r and G.

fo = r  f : {G- - l) -  (5.75)
y  (Ap)2 -  (G -  I )2

Setting G =  1.5 and f r = 100kHz, in equation 5.75, and using Ip = O.lxlO-6 watts 

and a wavelength of 770nm, such that Xp is calculated from Ip/e, f 0 is found to 

be 1.29xl0~7. The total 1 / /  noise, NL) over a bandwidth of 1MHz, determined by 

equation 5.72, is 2.799x10“10 watts per pixel.

5.7 Total Input Noise

The total noise power spectrum is the sum of the individual spectra from the 

1 / f  noise and the photon noise.

S n {Î) = SL(f) + Sw {f) =  -,  ■■■■ +  [Eî ] 2 (5.76)
V 1 +  ( f )

or

Sn (Î) = SL(f) + S w (f)  =  -jM ùL—.  + e/p (5.77)
1 + (-k)

The total input noise power, in units of photons/sec, was given in equa­

tion 5.12. Nt is the square root of the sum of the square of the individual noise 

powers. The 1 / /  noise power, AT, is given in equation 5.72, and the photon noise 

power, Nw,  is given in equation 5.55. Combining the two results in the total noise
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power at the imaging system input.

NT — \ j  {Nw)2 +  (NLy

2 j, , f  2 B \  t rrir)x n photons
N t — \ j2  (Ap) f 0 In y j ~  J +  [2BAP] —— —  (5.78)

Nt  = J 2 (Ip) f 0 In J  + [2Be/p] watts (5.79)

As an example, Iv is set equal to 0.1/iW (Figure 5.3) and is used in equation 5.77 

to generate a plot of S^( f ) .  The 1 / f  cutoff frequency, / Q, is again calculated per 

equation 5.75 with G set to 1.5 and f r set to -lOOkHz. Using these values, f 0 is 

1.29xl0-7 Hz. The wavelength is assumed to be 770nm, which provides a photon
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energy of 2.58xl0~19 Joules. Using these parameters, the photon noise spectrum, 

Sw(f) i  the 1 / f  noise spectrum, SzJ( f ) ) and the total noise spectrum, 6# ( /)  are 

shown in Figures 5.8 and 5.9. Figure 5.9 plots the spectra on a log frequency scale, 

which illustrates the dominance of 1/ /  noise at low frequencies.

By assuming an effective bandwidth of 1MHz, the total noise can be calculated. 

In this case, the photon noise power, Nw,  is 2.272xlO-10 watts, the 1 / f  noise power, 

Nl , is 2.799xlO~10, for a total noise power, Nt , of 3.605x10"™10 watts.

5.7.1 Spatial Noise

This investigation analyzes the propagation of the input through a single pixel. 

The analysis, therefore, assumes that each pixel is irradiated with the same input. 

This is not strictly the case and there are spatial variations across the array of pixels.
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Spatial variations arise from both the variation in the responsivity of the detec­

tors used to spatially sample an input and the input’s spatial variation in irradiance. 

The responsivity of each pixel in a CCD varies slightly. The differences in responsivity 

create a spatial noise pattern, often called fixed pattern noise (Kopeika, 1998). The 

adverse effects from this type of spatial noise can be resolved with a flatfield correc­

tion pattern, saved as an image file, that normalizes the responsivity variations. This 

type of spatial noise was discussed in section 2.7.7 and the correction of this noise 

was demonstrated.

The input irradiance also varies spatially. The transverse irradiance profile of 

a laser beam is often approximated as a uniform, top-hat function. The irradiance 

does, however, vary across the diameter of a beam (Settersten, 1999). Since the 1/ /  

and photon noise components were defined in terms of the average irradiance, they 

will also vary spatially with the average, transverse irradiance profile.

Random fluctuations in the temperature and pressure of the path through which 

the beam travels can also cause random spatial noise in the beam. The optics used 

to maneuver and direct the beam, and the environment of the samples that are 

investigated can cause serious variations in the beam’s transverse irradiance and, 

therefore, spatial noise.

5.8 Inform ation  B earing Signal

The baseband (unmodulated) signal of interest is an irradiance that has some 

mathematical relationship to a physical parameter under investigation. The signal 

lies in the difference between the probe beam irradiance when the pump beam is on, 

Ion, and the probe beam irradiance when the pump beam is off, I0ff- Equation 5.57 

defined I  a as the difference between / on and I0f j  that enters a single pixel. The signal
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Ia  is now allowed to vary with time and its instantaneous value, in units of watts, is 

defined as A(t).  The signal is also defined in terms of photons/sec as which is

found by dividing A(t) by the energy per photon, e.

The instantaneous value of the physical parameter is assumed to be random 

within a range of probable values. In order to develop a good mathematical model 

of the random physical parameter, the signal of interest is defined as the normally 

distributed random process A(e) (Cooper & McGillem, 1999). The probability density 

function used to describe the signal is,

A M  =
1

V ^ A
exp — (a — A)'

2(4
(5.80)

where A is the expected value, a \  is the variance, <Ta is the standard deviation, and 

a is a sample from the process A(e).

Since frequency domain analysis methods are also useful for systems with random 

inputs, a frequency domain representation of the random signal is also defined (Cooper 

& McGillem, 1999). A limit is placed on the rate at which the baseband signal’s 

irradiance can change over time. This limit is set by defining a bandwidth in which 

the random signal is assumed to exist. The random signal is, therefore, assumed to 

be bandwidth-limited to Ba, which has units Hz.

Remembering, from Figure 5.2, that the power spectral density functions of the 

input to the imaging system have units of watts2/Hz, requires that the information 

signal be squared to determine its power spectrum. For simplicity, the signal’s base­

band power spectrum, /Sa(/), of the random signal, A(t), is initially considered to be
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a constant value (Ca)2 over the bandwidth of the signal, B\ .

S M  - (c.)-n(i:) ^  p-)
The rectangular gate function, Q(#), is introduced and defined in section 4.7.3.

The mean-square value of the signal, A(t), is found by integrating the signal’s 

power spectrum.

/ oo rBA
Sxi f )  df = / (CA)2 df = 2Ba (Ca )2 (watts)2 (5.82)

■ oo v —B a

The variance of the random signal is the difference between its mean-square value 

and the square of its mean value.

Var  (A(e)) = = A2 —(A) 2 (watts)2 (5.83)

The mean-squared value can, therefore, be defined as,

A2 = (7̂  +  (Â) 2 (watts)2 (5.84)

Using equations 5.82 and 5.84, the power spectrum of A(t), which is assumed uniform 

over the bandwidth Ba, can be defined as,

s , m  -  ( c . ) - n ( i : )  -  (= « )

Even though A(t) is non-periodic, is treated as a power spectrum by

assuming the process A(*) is stationary. In order to make this assumption, a sample 

of A(t) is selected over a duration T a ,  which extends from —T&/2 to T a / 2 .  A periodic
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waveform is then generated by repeating the sample function every Ta seconds. The 

process A(*) can then be considered a power, rather than an energy, and S&(f) can 

be considered a power spectral density.

Using Parsevahs theorem, the power of A(t) can now be set equal to the integral 

of its power spectral density function, Sa(/)-

  i p T a / 2

A2 =  /  5 A ( / ) #  =  7T  /  (5.86)
J - B a  1 A J - T a / 2

Taking the square root of 5 a ( / )  in equation 5 .8 5  gives the magnitude spectral 

representation of the information bearing signal. The magnitude spectrum, shown 

in equation 5 .8 7 , is used in section 5 .8 .2  to define the spectrum of the modulated 

information bearing signal.

-  V 5 5 Î  -  ^  W

Proceeding with the pump-probe absorption spectroscopy (PPAS) example, the 

random signal in a PPAS experiment is a fraction of the steady state background 

power. The measurement objective in this type of diagnostic is to determine the size 

of the modulated irradiance relative to the steady state background. The ratio of 

the random signal irradiance, / on — 70//, to the steady state background irradiance, 

Ioff, is  the modulation depth (Settersten, 1 9 9 9 ). Incorporating the area of a pixel, 

Ap, produces a power ratio, rather than an irradiance ratio, which produces the same 

modulation depth, a mod.

«mod = , l f f  = ~ W  = A  (5.88)
Ioff Ap {Ioff) Ip
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Since / 0/ /  is the steady state irradiance entering a single pixel, the multiplication 

of the irradiance and the pixel area produces the steady state power entering the pixel, 

Ip. The baseband, expected signal power, A, entering a pixel, is then the difference 

in irradiance between Ion and I0f f  times the pixel area. Thus, the square of the mean 

value can be defined as the square of the product of a mod and Ip.

(A)2 =  {amodIp)2 (watts)2 (5.89)

Finally, for a PPAS diagnostic, the baseband signal power spectrum can be defined 

in terms of the modulation depth and the steady state background.

b ï t i i  ( 5 M ,

5.8.1 M odulation Waveforms

Two modulation waveforms are considered in this study, a pulse train modulation 

function, and a purely sinusoidal modulation function, ms(t). The pulse train

modulation function represents the type of modulation obtained when a mechanical 

chopper is used to modulate a laser beam. The sinusoidal modulation function repre­

sents the type of modulation that can be obtained when an electro-optic modulator 

(FO) is used to modulate a laser beam. An EO can also be used to generate a pulse 

train modulation function, or other arbitrary waveform, at much higher frequencies 

than the mechanical chopper.

Initially, a zero mean valued function b(t), that varies from —1/2 to 1/2, is 

defined as the ac portion of the modulation waveform. Since the modulation is per­

formed optically, the waveform has an inherent dc offset, as described in section 4.4.3. 

Therefore, a dc value of 1/2, as shown in equation 5.91, is added to the zero mean
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valued function, b(t). The result is a modulation waveform that varies in magnitude 

from 0 to 1.

Pulse Train M odulation If a mechanical chopper is used to modulate a

zero mean valued portion of rectangular pulse train, bp(t), is defined as a symmetric 

function, that has an absolute magnitude of 1/2. Thus, bp(t) has a 50% duty cycle 

and can be defined as,

The pulse train modulation function, mp(t), is, therefore, the sum of bp(t) and a dc 

component with a magnitude of 1/ 2.

The time domain representation of bp(t), written as a Fourier series, is given in 

equation 5.93, in which Tm is the modulation period. The dc component in bp(t) 

is zero, thus, the Fourier series representation is the sum of all the Fourier series 

coefficients, except the coefficient at n =  0, which is the dc component.

m(t) = ^ +  b(t) (5.91)

laser beam, the modulation function can be considered rectangular pulse train. The

(5.92)

(5.93)
n̂ O

The Fourier series coefficients are the amplitude values of the waveform’s fre­

quency components. The amplitude spectrum, Bp(f),  which corresponds to the zero 

mean valued function bp(t), is the sum of the Fourier series coefficients at its frequency
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harmonies, where f m is the modulation frequency.

B P ( f )  =  l Y , S a i T ) s { f ~ n f m ) (594)
n ^O

Incorporating the dc offset of 1/2 into equation 5.93, results in the Fourier series

representation of the pulse train modulation function, m p(t). Since the dc offset

is equal to the absolute magnitude of bp(t), the dc value can be incorporated into 

the summation term of equation 5.93, by allowing n =  0 to be a part of the total 

summation. The Fourier series representation of the pulse train modulation function, 

mp(t)} is, therefore,

,  71 =  0 0

rnp(t) = -  ^ 2  Sa(^— ĵej27rnTm (5.95)
n = —oo

which is the summation over all harmonic components, including the dc component.

The Fourier transform of mp(t) is the amplitude spectrum Mp(f). Thus, the 

frequency domain representation of the pulse train modulation function is

oo

M p U )  =  g E  S a ( ^ - ) s ( f - n f m) (5.96)
71 =  — OO

If an EO modulator is used to generate the pulse train modulation function, 

instead of a mechanical chopper, flexibility is obtained in terms of amplitude, period 

(frequency), and pulse width. In order to make the modulation function definition 

more general, the values in equations 5.95 and 5.96 can be replaced with general 

variables. In the general pulse train modulation function, the amplitude is define as 

Cm} the period as Tm, the frequency as / m, and the pulse duration is defined as rm.
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The time domain representation of the general pulse train is,

(5.97)

and the frequency domain representation of the general pulse train is,

C T

-‘-m ________ _
(5.98)

A final substitution can be made to simplify the pulse train modulation function

expressions. The duty cycle is the ratio of a function’s pulse duration to its period. 

Since frequency is the inverse of the period, the duty cycle is also equal to a function’s 

pulse duration multiplied by its frequency. The duty cycle, defined as ?/;m, can, there­

fore, be substituted into equations 5.97 and 5.98 to provide the following expressions 

for the general pulse train.

Sinusoidal M odulation  If, on the other hand, a sinusoidal modulation func­

tion is desired, an EO can again be used to modulated the laser source. The mod­

ulation function, m s(t), in this case, can be defined as a positive valued sinusoidal 

function. Again, there must be a dc offset in the modulation function since it is 

performed optically.

In order to generate a sinusoidally modulated beam, the EO modulator is driven

OO

(5.99)

OO

— Cm V'm ^  j è( f  Itfm ) (5.100)
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with a function generator, that generates the desired waveform. The frequency, fm, 

and phase, </>, terms of the waveform are controllable and, therefore, known a priori 

Since the phase term, relative to a detection process, can be set with a phase-locked 

loop, it is assumed to be zero in the following descriptions. Thus, the zero mean 

valued portion of the function, bs(t), is defined as a sinusoidal waveform that varies 

from —1/2 to 1/ 2.

(5.101)

The Fourier transform of a sinusoid results in impulses, or delta functions, at 

the angular frequency of the sinusoid (Stremler, 1990). By using a complex signal 

representation, which implies a two sided frequency domain representation, both the 

positive frequency terms and negative frequency terms are obtained. Using Euler’s 

formula, the function bs(t) can expressed in complex form.

1
6s ( 4  — 2 — 2 (< (5.102)

The Fourier transform, defined as 9/e], of a complex exponential results in a delta 

function in frequency space the frequency of oscillation, f m.

9 ^COS(27T/m4

6e?II V 2 çjZTI-Xrnf + 9  ̂ g-jZn frnt
_ 2 2

(5.103)

9
1

co5(27r/^4 j 6( /  -  fm) +  - 6 ( f  +  fm) (5.104)

Adding a dc component of 1/2 to bs(t), defined in equation 5.101, produces the 

desired sinusoidal modulation function m s (/;), which has the corresponding amplitude
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m s(t) = ^ + ^cos(27Tfmt) ( 5 . 1 0 5 )

M s ( f )  =  ! « ( / )  +  ■ ! « ( /  -  / „ )  +  ! « ( /  +  f m) ( 5 . 1 0 6 )

5.8.2 Modulated Signal

In order to increase the probability of extracting the information bearing signal 

from the probe beam, a known frequency and phase are impressed onto A(t). The 

signal described in section 5 . 8  is modulated with either the pulse train modulation 

waveform or the sinusoidal modulation waveform, described in section 5 . 8 . 1 .

Pulse Train Modulation Multiplying A(t) with the modulation function, 

mp(£), results in a waveform that switches on and off at the modulation frequency, 

f m. Multiplying the two functions in time corresponds to convolving the two func­

tions in the frequency domain. The result from modulating A(t) with a general, 

pulse train modulation function from equation 5 . 9 9 ,  with Cm set to one, is given in 

equations 5 . 1 0 7  and 5 . 1 0 8  for the time and frequency domains respectively.

OO

A(t) • mp(t) = Afy'ipm ^ 2  Sa (n/ïï'ijjm) ej27rn̂ " watts ( 5 . 1 0 7 )

T A ( / ) * M p ( / )  =  T A ( / ) * ^  V ]  ^ ( T I T T ^ ) ^ / - ^ )  ( 5 . 1 0 8 )
,=-oo VHz

Since T a ( / )  from equation 5 . 8 7  is convolved with Mp(f)  in equation 5 . 1 0 8 ,  the
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result is the magnitude spectrum of the modulated signal. The power spectrum, 

which is the square of equation 5.108, is actually more useful. The power spectrum, 

in units of (watts)2/Hz is,

S a ( /)* IM >(/)|2 =  J 2  \Sa(n-rnpm)\2è ( f - n f m)
n = —oo

(5.109)

Thus, the signal’s baseband power spectrum is replicated at each of the harmonic com­

ponents contained in the modulation waveform’s power spectrum, |MP( / ) |2. SAP{f) 

is now defined as the power spectrum of the signal modulated with the pulse train 

waveform.

S A P( f )  =  SA(f) * \Mp(f)\2
OO

^ ( Z )  =  (5.110)
n = —oo

From equation 5.85,

& ( / - « / . )  -  2 ^ 0  ( 1 ^ )  - ( « n i

such that SAp(f) is defined as the following.

SapU)  =  (ipmf ^  |Sa(ra7rV>m) |2 n  (5 -n 2 )

An example of 5ap(/) is illustrated in Figure 5.10. In Figure 5.10, A is set equal 

to lxl0~9, which in the PPAS example corresponds to an ctmod of 0.01 and an Ip of 

O.lxlO-6 watts. The modulation frequency, / m, is 1.5kHz and the bandwidth of the
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signal, Ba, is arbitrarily set to 600Hz. The variance of the signal, (j\ is assumed to 

be zero.

—180 i i i i ~ i

- 1 8 5 - ....................................................................................................................................... -

- 1 9 0 - ....................................................................................................................................... -

S'
§r  -iss..........................................................................

1 n n
-200  - .........................................................................................................................................................................................................................-

-205- n..........................................n....... -

FlG. 5.10. Example power spectral density function for a pulse train modulated
signal, BAp(/)
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The complex exponential functions used to define the modulation function as a 

Fourier series are orthogonal in the interval from t t o t  + Tm. The integral of complex 

exponential functions is zero except for the case when the harmonic components are 

squared. Parseval’s Theorem shows that the power in a function represented as a set 

of orthogonal functions can not only be determined by integrating the square of the 

time domain function, but also by summing the squared magnitude of the harmonic 

components, as shown in equation 5.113 (Stremler, 1990).

pT/2 00
P = 7 r  = Z  l ^ l 2 (5-113)

1 J-T/î  „ = ~oc

Using Parseval’s theorem, the power contained in the modulated signal can be
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found either by integrating over one period in time or by summing all of the spectral 

components in Sap(/). The total power, contained in A{t) • mv{t) is,

1 f T/2 o f 00
Tap =  ^  /  \A( t ) -mp(t)\ dt = / SAp(f) df. (5.114)

1 J - T / 2  7 - 0 0

In this case it is easier to calculate the total power in the time domain. Since the 

modulation waveform has a magnitude of one from —rm/2 to rm/2 and the power 

contained in A(t) was shown to be A2 in equation 5.86, the power in the modulated 

signal is,

A 2 r W 2  A 2 t  ____

=  —  /  ld% =  =  A2̂  = *T Tm /2 T + ( A (5.115)

where is the duty cycle of mp(t).

Sinusoidal M odu la tion  The signal A(t) can also be sinusoidally modulated 

with the waveform ms(t) defined in equation 5.105. In this case, the multiplication 

of A(t) with ma(t) is given in equation 5.116 and the corresponding convolution in 

frequency is given in equation 5.117.

A(t) ■ m s(t) =  (2nfmt) (5.116)

FA( f ) * M s(f)  =  1 f a (/)  + 1 f a ( /  -  / m) +  1 f a ( /  + /m) (5.117)

The power spectral density function of the sinusoidally modulated signal is, again, 

found by convolving the power spectrum of the signal with the magnitude squared of



the modulation waveform.

S a s U )  =  S A(f )  * \Ms ( f ) \ 2 

Sm U )  =  \ s A ( f )  +  ^SA(/ -  /„) + ^5a(/ + /„) (5.118)

Using equation 5.111, 5 a s ( / )  can written in its complete form.

2BA
(Â) rr  ( \ f ~
’a  1 1  V 2 B a  )

a\  + (̂ -) TT (  [/ + f m \ \  
2Ba H I ,  2Ba )

(5.119)

An example of S^s(f)  is illustrated in Figure 5.11. The same parameters used to

create Figure 5.10 are also used to create Figure 5.11. The dc power in both figures is 

the same. The power in the fundamental modulation frequency component, however, 

is slightly higher in Figure 5.10.

The total power contained in the sinusoidally modulated signal can, once again, 

be found either by integrating the time domain function or by summing the spectral 

components in the frequency domain. In this case, the power in the sinusoidally 

modulated signal, Pas, is easily determined by summing the spectral components.

1 [ Ba
PA, = 4 /  P A f /)#  +

j ~ b a

1
16 fm — BA

/m + Syx

(5.120)

The integral of S&(f), as shown in equation 5.86, is A2, which results in,
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FlG. 5.11. Example power spectral density function for a sinusoidally modulated
signal, SAs(f)

In order to compare the differences between a pulse train modulation waveform 

and a sinusoidal modulation waveform, Sap(/), Pap, Pas(/)> and Pas are examined. 

Assuming is 50% in SAp( f ) } half of the total power in Pap resides at the dc 

component, 40.5% of Pap resides at the fundamental modulation frequency, and the 

remaining 9.5% of the power is spread over harmonics that are odd multiples of the 

fundamental frequency. In the case of the sinusoidal modulated signal, 66.6% of the 

total power in Pas resides at the dc component and the remaining 33.3% resides 

at the modulation frequency. Taking equal magnitudes of A{t) into consideration, 

shows that the total power in the sinusoidally modulation function is 25% smaller 

than the total power in the pulse train modulation function. The power residing at 

the fundamental harmonic component, / m, of SAp(f)  is, therefore, about 61.7% larger 

than the power in SAs(f)  at f m. More signal power is, therefore, contained in the 

fundamental frequency component when a 50% duty cycle, pulse train waveform is
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used for modulation.

5.9 Input Attributes

After determining S a p ( / )  and 5 a s ( / ) ,  the total spectrum at the imaging system 

input can be can be developed through the superposition of all the spectra. The total 

input power spectrum, ST(f),  is the sum of the steady state background, 5b(/), 

the noise spectrum, SN(f), and the spectrum of the modulated information bearing 

signal, which is either 5 a p ( / )  or S a s ( / ) .  Using S a p ( / ) ,  the total power spectrum at 

the input to the imaging system can be written as,

Sri f )  — Sb(/) +  Sn U)  +  Sap( /)

(5.122)

oror

X 5 3  l-ga {mripm)|2 J J  (  ^  2 8 ^  )
(photons/sec)^ ^

The signal to noise ratio (SNR) at the imaging system input, defined as SNR™, 

is the ratio of the power contained in the modulated signal, Pap (equation 5.115) to 

the total noise, N t (equation 5.79). Substituting a modip for A  and assuming that the
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signal variance, <rj, is equal to zero, the SNR^ is,

SNR*, =  ^  - (5.124)
(Wr) 2 ( / p)2 / > ( ^ )  + 2 B c /p

Dividing both the numerator and the denominator in equation 5.124 by (/p)2 gives,

SNRj„ =    (5.125)

The SNRjn as defined by equation 5.125 is plotted in Figure 5.12. Each line in 

Figure 5.12 is label with the modulation depth used in calculating SNRm. The SNR*n 

is shown over a range of Iv from 10-10 watts to 10~7 watts and the bandwidth, B,

is set at 1MHz. SNR^n in Figure 5.12 is given in units of dBm. The signal power is

r2

t"3

|  -20  

1 «
i-4

- 4 0
rs

—60
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Steady State Background Power Per Pixel, I , (Watts)

FlG. 5.12. Input signal-to-noise ratio
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equal to the noise power when the SNFhn is equal to OdBm. The noise power over a 

bandwidth of 1MHz is, therefore, larger than the signal power for modulation depths 

of 10-4 or smaller.

Another interesting attribute is the signal to background ratio (SBR). The SBR 

is different from the modulation depth calculation given in equation 5.88, because the 

signal in the SBR is modulated. The ratio of the modulated signal power, which is 

the same power used in equation 5.124, to the steady state background power is,

SBRj„ =  =  V U o w ) 2 . (5.126)
Up)

A final parameter of interest is the ratio of the power in the modulated signal’s 

fundamental harmonic component to the power in the total noise at the modulation 

frequency. The ratio of the fundamental component power to the noise spectrum at 

/ m, as defined in equation 5.127, is a function of f m. A 50% duty cycle, pulse train 

modulation function is considered and the modulated signal’s fundamental component 

is defined as S ^ 1(f).  Since both positive and negative frequencies are defined, the 

total power in the noise and in the signal’s fundamental component is twice the power 

fm'

P N m , x 2 [SlpHfm)} _  (1pm)2 jSa(7r^m)|2 (amodIp)2 , .
Um) 2 [ST{fm)} 2S r{ fm) ( ' }

Equation 5.127 is plotted in Figure 5.13 for an f m that ranges from 10Hz to 

100kHz. The top plot in Figure 5.13 assumes a background power of 10~7 watts and 

the bottom plot assumes a background power of 10"10 watts. The data lines in each 

plot assume an amod from 10-2 to 10_D. .

Figure 5.13 shows the modulation frequency required for the signal’s fundamental
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component power to be equal to the noise power, for a given Ip. It is, therefore, 

desirable to set Ip as large as possible and modulate the signal at high frequencies. 

Modulation frequencies higher than 5xl04Hz do not provide much improvement.

S
g

-50

t-io
-100

Frequency (Hz)

FlG. 5.13. Ratio of signal power at the fundamental frequency component to the
total noise spectrum power at f m
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5.10 Imaging System Noise

Input noise sources were discussed in the previous sections. Additive noise 

sources from the imaging system itself also need to be considered to determine the 

noise properties and the SNR at the imaging system output. The noise sources are 

categorized as either input noise, CCD chip noise, or off-chip electronic noise. The 

noise sources are listed by category below and illustrated in Figure 5.14.

• Input Noise

— 1/f Noise (photonic)
— Photon (Shot) Noise

• CCD Chip Noise

— Dark Charge
— Fixed Pattern Noise
— Charge Transfer Noise (CTE)
— Reset Noise
— 1/f Noise (electronic)
— White Noise (Johnson Noise)

• Off-chip Electronic Noise

— 1/f Noise (electronic)
— White Noise (Johnson Noise)
— Quantization Noise

5.10.1 Shot Noise

The photon noise from the input manifests itself as shot noise in the imaging 

system. Photon noise was derived and discussed in section 5.5 In determining the 

shape of the photon noise spectrum, in section 5.5.1, the shot noise process was
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FlG. 5.14. Electronic noise sources

considered. From this analysis, the photon noise spectrum was determined to be 

white, as shown in equation 5.33.

As the photon noise enters the detector, it is sampled and photoelectrons are 

generated. The photoelectrons generated from incident noise photons are considered 

shot noise electrons.

The spectral density of the shot noise process was already defined in equa­

tion 5.33. Since the photon noise spectrum is white, the shape of the shot noise 

spectrum, defined as Si(f),  depends on the impulse response of the imaging system. 

Thus, the shot noise spectrum is,

Si(f)  = Sw (f ) \H(f ) \2 = ( \ P)2 \H(f)\2 (Phot^ l /?.g£)! (5.128)

where Sw( f )  is the photon noise spectrum and H ( /)  is the imaging system’s detection 

transfer function.
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The imaging system’s transfer function is defined in both Chapters 6 and 7. 

Shot noise is derived from the photon noise and is a function of the sampling process 

performed by the imaging system, which is contained in the system’s transfer function 

definition. Since shot noise is derived from the photon noise, Sw(f),  shot noise does 

not need to be specified as another additive noise source.

5.10.2 Dark Charge

Dark charge noise results from the accumulation of thermally generated electrons. 

The generation of thermally generated electrons is, like photon noise, governed by 

Poisson statistics since it is a discrete process. In most imaging conditions, the 

accumulation of dark charge is considerably small as compared to other sources of 

noise, such as photon noise (Holst, 1996).

The imaging system contains a thermoelectric Peltier cooling device, which cools 

the CCD chip down to -15°C. Dark charge is typically reduced by a factor of 2 for 

every 6°C reduction in temperature (Roper Scientific, 1998a). The system’s data 

sheet quotes the rms dark charge noise, when the CCD is cooled to —RPC, to be 0.05 

electrons per pixel per second. Dark charge is, therefore, an important noise source to 

consider when imaging at long exposure time. The exposure times used in this work 

are on the order of microseconds or milliseconds, which are small enough to discount 

dark charge as a serious noise source.

5.10.3 Fixed Pattern Noise

Fixed pattern noise was previously discussed in section 2.7.7. This noise source 

arrises from the small pixel-to-pixel variations in gain. The gain factors for each pixel 

vary slightly around unity and are constant over the system’s linear operating region.
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The variation in gain factors can, therefore, be corrected in software.

If the variations are not corrected, at signal levels that approach saturation, 

the fixed pattern noise will be the dominate noise source (Janesick et al, 1987). 

Correcting the gain variations of raw image data in software, reduces the noise to a 

level such that the data is shot noise limited (at signal levels above the read noise 

floor). Further discussion on fixed pattern noise can be found in Chapter 2.

5.10.4 C harge Transfer Noise

Charge transfer efficiency (CTE) is a measure of a device’s ability to transfer 

charge from one potential well to the next. Charge transfer efficiency is essentially 

the ratio of charge transferred to the initial charge. Typically, well made, buried- 

channel devices have a CTE in the range of 0.99999 or greater per transfer for high 

signal levels (Janesick et al, 1987). The remaining charge that is not transferred is 

either recombined in the silicon, or it is spread to trailing charge packets transferred 

along the same path.

Charge transfer noise is a statistical measure of the electrons not transferred 

with the original charge packet. Charge transfer noise, N ot, can be calculated as,

Nct =  a/ 2enCp electrons, (5.129)

where e is the transfer inefficiency, n is the number of transfers, and Cp is the amount 

of charge stored in the signal packet. The charge transfer inefficiency, c is 1 — CTE. 

The high CTEs that are routinely produced in CCDs make this source of noise rela­

tively unimportant (Janesick et al, 1987).
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5.10.5 On-Chip and OfF-Chip Amplifier Noise

The CCD’s on-chip, output amplifier contains three sources of noise, which are 

reset noise, electronic 1/f noise, and thermal noise. Two of these noise sources, the 

electronic 1 / f  noise and the thermal noise are also observed in the off-chip amplifiers 

as well. Of these three sources, the reset noise and thermal noise sources add the 

majority of the total noise (Holst, 1996).

5.10.6 Reset Noise

Reset noise is the uncertainty in the CCD’s output voltage after the charge from 

a pixel is read and the output amplifier is reset. The signal voltage is the difference 

between the reset voltage and the voltage a short time later when the charge from 

a pixel is transferred to the output capacitance node. Therefore, uncertainty in the 

reset voltage translates into uncertainty in the signal voltage. The reset noise, in 

electrons, is

N r =  -------- - electrons (5.130)

where k is Boltzmann’s constant, T is the absolute temperature, Cu is the total 

capacitance attached to the output node, and q is the charge of an electron (Janesick 

et al, 1987).

Proper signal processing techniques, such as correlated double sampling (CDS) 

or bandpass filtering, can effectively remove reset noise (Levine, 1985; Janesick et al, 

1987; Solhusvik et al, 1997). Since the imaging system incorporates CDS circuitry, 

the reset noise is assumed to be negligible.
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5.10.7 E lectronic 1 / f  Noise

Low frequency or 1 / /  noise, as described in section 5.6, is also present in elec­

tronic devices, albeit at lower power levels. The spectral density of low frequency 

noise is related to the inverse of frequency and is, therefore, larger in magnitude at 

very low frequencies near dc.

The 1 / f  noise generated by the laser at the input and the 1 / f  noise generated 

from the read out electronics effect the data differently. The 1 / f  noise at the input 

creates temporal uncertainty. After an image is integrated on the CCD chip, the 

temporal data is essentially fixed in time for a particular frame. As the frame is 

read from the CCD, the 1 / f  noise in the read out electronics adds 1 / f  noise across 

multiple pixels as they are read from the array. The electronic 1 / f  noise, therefore, 

adds noise spatially and creates spatial uncertainty, rather than temporally.

Much like the reset noise, the electronic 1 / f  noise can, however, be mitigated 

with appropriate signal processing techniques. In fact, the CDS technique used to 

eliminate the reset noise, can also be used to filter out much of the electronic 1 / f  

noise (Levine, 1985; Solhusvik et al, 1997).

5.10.8 T herm al Noise

At higher frequencies, the 1 / f  noise rolls off to the thermal noise floor of the 

electronics. Thermal noise, or Johnson noise, is caused by the random thermally ex­

cited vibration of charge carriers in a conductor. Since every conductor in the system 

has a temperature above absolute zero, it also has charge carriers that are randomly 

moving and vibrating. This random motion, which is a function of temperature, gen­

erates instantaneous current fluctuations, which is considered white noise in the noise 

bandwidth of the system.
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The thermal noise power spectrum, Sj(f) ,  is a function of temperature T  and 

equivalent circuit resistance Req. From statistical mechanical considerations, the ther­

mal noise power spectrum is,

£ ,( /)  = 2kTReq (5.131)

where k is Boltzmann’s constant (Stremler, 1990; Motchenbacher & Connelly, 1993). 

The mean-square value of the thermal noise voltage, defined as V)2, is the integral of 

Sj( f )  over the noise bandwidth, B, of the circuit.

J - B  J - B

Vj2 = AkTReqB watts (5.132)

The root mean-squared (rms) thermal noise voltage is, therefore, the square root of

V?,

Vj = y  V j 2 = ^jAkTReqB  volts (5.133)

Equation 5.133 is the standard equation for rms thermal noise voltage. Since R eq 

is fixed in the CCD’s output amplifier, Vj can be reduced by either lowering the 

temperature or reducing the effective bandwidth. Both are accomplished by the 

active CCD chip cooling and the CDS processing, respectively.

5.10.9 Quantization Noise

Quantization noise, which is introduced during the system’s analog to digital 

conversion (ADC) process, is the error that results from representing the actual analog
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signal as a discrete value.

Since no value from the ADC is preferred over any other value, quantization 

noise has a uniform probability density function (pdf) (Cooper & McGillem, 1999). 

The uniform pdf for quantization noise can be written as,

/ d ( g Q  = 1-- di < d  < d2. (5.134)
02 — di

The mean value, D, of a process that has a uniform pdf is,

D = — (di +  ^2) (5.135)

and the variance is (Cooper & McGillem, 1999),

=  — (^2 — di)2 (5.136)

The error between the actual analog signal and the discrete representation is 

assumed to be uniformly spread over the interval —Ad/2  to Ad/2. Ad  is defined as 

the difference between the two discrete values which are closest to the actual analog 

value. In this case, the mean is zero and the variance is equal to the mean-squared 

value.

A 16-bit ADC is used in the imaging system, which was described in section 2.7.2.

The transfer gain of the ADC was also shown to be 1.526x10—4 volts per DN (digital

number). The off-chip amplification is 4.1 volts per volt and the CCD’s output am­

plifier conversion is 30.3/iV. The ADC transfer gain can, therefore, be stated in terms 

of electrons as 1.228 electrons per DN. Using 1.228 electrons as Ad, the quantization
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noise variance is,

a2D = (Ad)2 =  j ÿ  (1.228)2 =  0.1257 (electrons)2 (5.137)

which is also equal to 0.0833(DN)2. The rms quantization noise can, therefore, be 

stated as 0.354 electrons or 0.289 DN.

5.10.10 Read Noise

The read noise floor was discussed in section 2.7.4. Read noise is primarily 

thermal noise associated with the read out electronics. As stated in section 2.7.4, 

read noise is a combination of the dark charge, output amplifier noise, and noise from 

all other amplification stages. Read noise is the noise floor of the imaging system, 

below which signals are undetectable. Once the integrated image is above the read 

noise floor, the image is limited by shot noise. The read noise variance is 25.2 DN, 

which is equal to 38.0 electrons.
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Chapter 6 

GATED INTEGRATION SYSTEM  MODEL  

6.1 General Introduction

The imaging system can be operated in two detection modes, the gated inte­

gration mode and the heterodyne detection mode. The difference between the two 

modes lies in the frequency at which the input scene is sampled by the CCD, rela­

tive to the input signal’s modulation frequency. The imaging system is operated in 

the gated integration mode by setting the sampling frequency equal to the modula­

tion frequency. On the other hand, setting the sampling frequency and modulation 

frequency to different values places the system in the heterodyne detection mode.

This chapter analyzes the imaging system operated in the gated integration 

mode. The following chapter, Chapter 7, will then analyze the system under het­

erodyne detection operation. The input spectrum, developed in Chapter 5, is used in 

analyzing both operating modes.

To begin with in this chapter, the system’s normal image acquisition process is 

presented as review. Based on the image acquisition process, mathematical functions 

that model the imaging system’s operational capabilities are developed. A system 

function for the gated integration mode is then created by combining functions that 

describe the system’s individual operations.

After applying the input spectrum to the gated integration system function, 

the signal and noise outputs are used to determine the signal-to-noise ratio (SNR).
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Finally, the SNR is used to determine the system’s detection limitations and predict 

the limiting modulation depth that can be resolved.

6.2 Charge Flow Under Normal Operation

A single exposure process, as performed by the interline transfer CCD, is reviewed 

in this section. Section 6.3 then relates the discussion in this section to linear systems 

models that are used to mathematically describe the individual CCD operations. 

The individual models are the basis for the gated integration system function, that 

is developed later in this chapter, and the heterodyne detection system function, 

developed in Chapter 7. The general interline transfer CCD illustration that was 

introduced in chapter 2, shown in Figure 6.1, is again used to facilitate discussion on 

the CCD’s exposure process.

In a normal detection process, the over flow drain (OFD) barrier is initially 

lowered by raising the substrate voltage. This forces all charge accumulated in the 

sensor to immediately drain into the substrate. The OFD barrier, therefore, controls 

the electronic shutter mechanism. When the OFD barrier is lowered, the electronic 

shutter is closed, immediately draining photoelectrons into the substrate. When the 

OFD barrier is raised, the electronic shutter is open, creating a storage well in the 

sensor area that collects photoelectrons.

An image is acquired by first raising the OFD barrier. Once this barrier is raised, 

all photoelectrons are accumulated in the sensor area. After the desired exposure 

time has elapsed, which began when the OFD barrier was raised, the charge packet 

accumulated in the sensor is shifted to the vertical register by lowering the read out 

gate (ROG) barrier.

After the charge packet is stored in the vertical register, the ROG barrier is then
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raised to its original level. The OFD barrier is once again lowered to drain off new 

photoelectrons accumulated in the sensor. Finally, the charge packet stored in the 

vertical register is transferred, along the y direction, out of the CCD by clocking 

the three vertical register phases. While the image is being read from the array, the 

process starts over and the next exposure is captured in the sensor.

The OFD barrier is also the mechanism that controls the anti-blooming feature. 

When an image is acquired and charge is integrated in the sensor, the OFD barrier 

level is lower than the ROG level. If the sensor well is saturated, meaning the well is 

full, any additional charge acquired in the sensor, will spill over the OFD and drain 

into the substrate. This prevents the additional charge from spilling into the vertical 

register or into adjacent sensor wells.

Mask : VE Incident Photons

Vertical
Register ROG Sensor OFD Substrate

FlG. 6.1. General cross-section of the interline transfer CCD

6.3 Linear Systems Model Development

Based on the imaging process reviewed in the previous section, three funda­

mental functions are utilized to describe and model the imaging system’s detection
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process. A natural sampling function is used to model the sensor’s accumulation of 

photoelectrons. An integrate and dump filter models the accumulation of multiple 

samples in the vertical register. And, a sample and hold filter is used to model the 

image read out process at the system’s frame rate.

The natural sampling function and the integrate and dump filter are used to 

model the system when operated as a gated integrator. When operating as a gated 

integrator, the output frames contain either background, signal, and noise components 

or only background and noise components. It is not necessary, in this case, to retain 

information about the timing of an output frame with respect to another frame. It 

is only necessary to know whether or not the signal was present while a frame was 

acquired.

In order to model the system as a heterodyne detector, a sample and hold filter is 

added to the model, as described in Chapter 7. When operating the imaging system 

in a heterodyne detection mode, the background, signal, and noise components are 

contained in a series of frames. The sample and hold filter is, therefore, added to 

create a continuous time model and eliminate discontinuity between frames.

Each pixel captures a natural sample of the input and transfers the photoelec­

trons, or charge, from the sample to the vertical register. Initially, the vertical register 

is assumed to be empty (except for noise, i.e. dark charge) and the ROG barrier is set 

to its maximum level, which prevents charge, generated in the sensor, from flowing 

into the vertical register. The overflow drain (OFD) barrier is set to its minimum level 

to drain charge, generated in the sensor, to the substrate. Natural sampling is then 

accomplished by raising the OFD barrier and lowering the ROG barrier. The ROG 

remains low for the desired exposure time r5, which is the natural sample’s length in 

time. During this time, the charge in the sensor, which varies proportionally with
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the incident number of photons, flows directly into the vertical register. After the 

desired sample time has elapsed, the ROG barrier is raised to prevent further charge 

from entering the vertical register, and the OFD is lowered to drain charge from the 

sensor to the substrate.

After the input signal is naturally sampled, the sample is stored in the vertical 

register. It is also possible to acquire another sample, for the same exposure time, 

Tg, and add it to the previous sample stored in the vertical register. Repeating the 

natural sampling process will add another sample to the sample that is already stored 

in the vertical register. The image is not read from the array between samples so that 

the sample contained in the vertical register remains in the same location as the 

corresponding sensor. The detector can, therefore, integrate multiple samples in the 

vertical register by repeating the sampling process at the sampling frequency f s.

Integration of multiple samples can continue until the integrated charge fills the 

vertical register’s potential well. In order to prevent saturation, however, the number 

of samples integrated in the vertical register should be set so that the integrated 

charge lies in the imaging system’s linear operating range. Once the desired number 

of samples are integrated in the vertical register, the integrated image is readout, and 

the detector is reset for acquisition of the next image.

An integrate and dump filter is used to model integration of multiple samples 

in the vertical register. The integrate and dump filter integrates an input for a time 

period 7*, which is the total time required to integrate the desired number of samples 

from the sensor. Once the desired number of samples are integrated, the charge in 

the vertical register is transferred out of the array. The integrate and dump filter, 

used to model the vertical register, is, therefore, reset to zero for the next integration 

period.
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The natural sampling function and the integrate and dump filter are introduced 

in the following sections. The sample and hold filter, which is not used in the gated 

integrator system model developed in this chapter, is discussed in Chapter 7. The 

mathematical development of the natural sampling function and the integrate and 

dump filter are included in Appendices E and F respectively.

6.3.1 Natural Sampling Function

The input to the imaging system is first sampled by controlled operation of the 

CCD’s ROG. A natural sampling function is used to model the sampling performed 

by the CCD’s ROG. From Appendix E, the time domain Fourier series representation 

of the natural sampling function is,

OO

9(2) =  lAs S a ( 7 r ^ ) e ^ ^ ^  , (6.1)
n =  —00

and the corresponding frequency domain representation is,

00

W )  =  V's S a ( 7 r m / ; g ) 6 ( / - n , / a ) ,  (6 .2 )
n -  —00

where 'ipg is the duty cycle and f 3 is the sampling frequency.

The power spectrum of the natural sampling function is found by squaring the 

harmonic values contained in Q(f).  The power spectrum of Q(f)  is,

00

IW)I^ =  ^ 2  |S a (7 rn ^ )|^ (/-'n /a ) (6.3)
n =  —00

Equation 6.3 is illustrated in Figure 6.2 with V's set to 50% and f s normalized.
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FiG. 6.2. Natural sampling function power spectrum

Natural Sampling Function Characteristics Considering a general natural 

sampling function, the spectral content and spectral envelope are a function of the 

duty cycle. More specifically, the sampling period, Ts, and dwell time, rs, values 

control the natural sampling function’s spectral envelope. The dwell time is the time 

length of the sample pulse.

The spectral representation of the natural sampling function, defined in equa­

tion 6.2, is comprised of harmonics, located at the sampling frequency, f s. The 

harmonics are scaled in amplitude by a sampling function envelope [SaQ]. They are 

also scaled by the constant duty cycle term, however, the same gain from this 

term is applied to all harmonics, independent of frequency. For now, only the shaping 

effects from Sa() are considered.

Since the sampling frequency, / s, is the inverse of the sampling period, Ts, the 

spectral components are fixed if Ts is fixed. The harmonic amplitudes are then de­

pendent on the sampling function envelope. Since the sampling function, Sa(x), is
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defined as sin(a;)/%', it has maxima at multiples of tt/2 and zeros at multiples of vr. 

The spectral location at which the sampling function envelope crosses the abscissa, 

and is zero, is a function of the dwell time, rs. Solving for the zero crossings, the 

spectrum is zero at integer multiples of l / r s (Stremler, 1990).

I
t

- 1 0  - 8  - 6  - 4  - 2  0  2 4 6  8 10
Normalized Frequency

FiG. 6.3. Amplitude spectrum of periodic natural sampling function with constant
sampling rate and variable dwell time

Figure 6.3 shows the amplitude spectrum of a natural sampling function for three 

different duty cycle values. The sampling period, Ts, is held constant and the dwell 

time, Tg, is varied to obtain the desired duty cycle. The illustrations in Figure 6.3 

show that the harmonics are stationary, their amplitudes change according to the 

sampling function envelope, and the zero crossings are located at the inverse of the 

dwell time.

On the other hand, the duty cycle can also be set by changing Ts and holding rs 

constant. In this case, the harmonic locations change only according to changes in the 

sampling period and the shape of Sa(x) is constant, albeit with amplitude variation. 

Figure 6.4 shows the spectrum for a fixed dwell time and a variable sampling period,
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or sampling rate. Since the dwell time is constant, the zero crossings, in this case, 

are fixed at l / r s.

o.
o.
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FiG. 6.4. Amplitude spectrum of periodic natural sampling function with constant
dwell time and variable sampling rate

The natural sampling function’s spectral envelope and harmonic placement can, 

therefore, be controlled by appropriately setting the values for Ts and rs. The period, 

Ts, of the natural sampling function can be set such that the harmonic components 

of interest are within a low noise band. The dwell time can then be used to eliminate 

unwanted components that reside, in frequency, at integer multiples of l / r s. Both 

parameters can be configured to retain desired information and to attenuate unwanted 

noise.

6.3.2 Integrate And Dump Filter

After the input signal is sampled with q(t) given in equation 6.1, the sampled 

values are integrated over an integration period t* . At the end of the integration

Duty Cycle =■ 0.5
1.0

Sample Width =0.5

I........ Duty Cycle — 0:25 ■ ■
1j> Sampling Period = 2

.  Sample Width = 0.5
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period, the final integrated value is sent to the output and the integrate and dump 

filter is reset. After the integrator is reset, a new integration period begins.

Based on the integrate and dump filter developments in Appendix F, the transfer 

function, Hid(f), for the filter is,

#w (/) =  TtSa(7r/Tt)e"^^ (6.4)

The power transfer function, \Hid(f)\2, of the integrate and dump filter is determined 

by multiplying the Fourier transform complex conjugates pairs. The power transfer 

function, given in equation 6.5, is illustrated in Figure 6.5.

\Hid(f)\2 = |H « ( /) I I^ ( /) I

\Hid{f)\2 = rf  |Sa(7r/ri)|2 (6.5)

Integrate and Dump Filter 
Power Spectrum

Normalized Frequency

FiG. 6.5. Integrate and dump filter power response
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Filter Characteristics Before concluding discussion on the integrate and 

dump filter, a few characteristics are discussed. Notice from Figure 6.5 the peaks 

and troughs, which are inherent in a sampling function, SaQ. The filter’s troughs 

are actual zeros that eliminate power at that particular frequency value. Since the 

integrate and dump filter’s response is defined with a sampling function [SaQ], its 

temporal frequency domain characteristics are similar to the spectral envelope of the 

natural sampling function.

The sampling function is a maximum when the argument of SaQ is a multiple 

of 7t/ 2, and is zero when the argument is a multiple of tt. The integrate and dump 

filter, therefore, has peaks at,

1 4-
± f  = — ——  where r  = 0,1,2,... (6.6)

and has zeros at,

± f  = —i— where r  = 0,1,2,... (6.7)

In Figure 6.5, both the integration period, t*, and the frequency are normalized. 

It is apparent, in this case, that the power transfer function goes to zero when /  is 

equal to ±(1 +  r)/T^. At these points in frequency, power is eliminated at the integrate 

and dump filter’s output.

Noise Equivalent Filter Also shown in Appendix F is the noise equivalent 

filter that can be used to determine the noise power at the integrate and dump filter’s 

output. The integrate and dump filter has a noise equivalent bandwidth (NEB),
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defined as that is equal to 1/(27*). The noise equivalent filter is,

mnf  = = T?n<r*-f) = ^ n ( | )  m )

where the integrate and dump frequency, /*, is equal to l/r*.

6.3.3 CCD Specific Gain

The imaging system’s gain, which was presented in section 2.7, can also be 

incorporated into the system function. In section 2.7, the total gain was shown to be 

a combination of quantum efficiency, 7 7 , CCD output amplifier gain, Sv, the gain of 

the readout electronics, Ai, and the analog-to-digital conversion (ADC) factor, A .̂ 

The system gain, GSJ used in this chapter is defined as,

Gs = r] ■ Sv ■ Ai (6.9)

which excludes the ADC conversion factor. Referring to Figure 5.1 in Chapter 5, the 

output of the system function (defined in this chapter) will have units of either volts 

or (volts)2, depending on the input definition. Incorporating the ADC conversion 

gain, A2, at system function output will convert the result to a digital number (DN) 

of counts.

The same gain term is, however, applied to the background, the noise compo­

nents, and to the signal components. When analyzing the system in terms of the 

output signal-to-noise ratio (SNR), the constant gain term will factor out and, there­

fore, is not explicitly needed in the model. If, however, the absolute power at the 

output is desired, then Gs can be included in the model.
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6.4 G ated  In teg ra to r  M odel

The imaging mode analyzed in this chapter is the gated integration mode. In this 

mode the imaging system is either synchronized to the signal or operated completely 

out of phase from the signal. A minimum of two images must, therefore, be acquired 

to determine the modulation depth.

The system integrates multiple samples into a single image. The final integrated 

image either includes the information bearing signal, or excludes the signal. After 

acquiring two images, one with signal and one without, the modulation depth is 

determined by subtracting the two images and dividing by the image that does not 

contain signal.

The integrated image that contains signal is defined as and the integrated 

image that does not contain signal is defined as Y£s . Both and Y^s also contain 

the steady state background component and noise. The modulation depth that is 

determined from these two images is, therefore, the mean-squared modulation depth, 

which is given in equation 6.10.

Y l -  X:
°ff (6.10)

%

The integrated images Y% and Y^s are defined using superposition. In the sec­

tions that follow, the signal, background, and noise components are defined individ­

ually at the output of \Hg(f)\2. The sum of these components then describe Y% and 

Y0g, which are used to determine the modulation depth.
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6.4.1 System Function

When operated as a gated integrator, the system function is the combination of 

the natural sampling function and the integrate and dump filter. A block diagram of 

the gated integrator is shown in Figure 6.6.

y(t)
Y(f)X X

FiG. 6.6. Gated integrator block diagram

The effective system function for the gated integrator, shown in Figure 6.6, is 

defined as Hg(f).  Applying an input Pr(f)  to Hg(f) results in an output of Y (/).

The output power from the gated integrator is found by first convolving the input 

power spectral density function with \Q{f)\2- This result is then filtered with \Hid(f)\2 

to produce the output power spectrum, \ Y ( /)  |2. For an input power spectrum Sxi f ) ,  

where fir(/)  is equal to |Pr ( / ) |2 from Figure 6.6, the output is,

| r ( / ) |2 =  I H M  (ST(f)  * \Q(f)\2) (6.11)

which is,
OO

|y ( / ) l^  =  T2|Sa(7r/Ti)|2 (i/;g)2 |S a ( 7 r # g ) ^ 6 ' T ( / - ^ A ) -  (6.12)
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6.4.2 Input Review

The input power spectrum, 5 r(/), given in equation 5.123, is applied to the gated 

integration power transfer function, \Hg(f)\2, in this chapter. As shown in Chapter 5, 

S t ( / )  is the combination of the steady state background, 5 s ( /) ,  the photon noise, 

Sw(f ))  the 1/ f  noise, SL(f),  and the modulated information bearing signal, S^p(f).

Two changes are made to the input spectrum when the imaging system is op­

erating in the gated integrator mode. First, an additional variable is added to the 

input to model the integration threshold feature, which was introduced in section 3.4. 

Second, the modulation applied to the information bearing signal, contained in input 

spectrum, is removed because of characteristics inherent to the gated integrator.

Integration Threshold The integration threshold feature is only considered 

when operating in the gated integrator mode. Section 3.4 describes this mechanism as 

a nonlinear function that captures a portion of the steady state background irradiance.

The integration threshold (IT) is defined as,

IT =  1 -  p . (6.13)

Based on this definition, when p, defined as the integration threshold coefficient, is 

equal to one no threshold is set and the entire input is integrated. On the other hand, 

when p =  0 a complete threshold is set and, in theory, the steady state background 

irradiance is eliminated. The amount of background that is integrated is, therefore, 

p multiplied by the arrival rate of background photons, Xp.

Un-modulated Signal The input spectrum that is “seen” by the gated inte­

grator is different than the input spectrum “seen” by the heterodyne detector. When
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the imaging system is operated as a gated integrator, the information bearing signal 

spectrum does not appear modulated. In this mode, the system samples the signal 

only when it is present, therefore, the signal appears as a baseband, un-modulated 

spectrum at the input.

In order to completely resolve a particular frequency component, the component 

must be sampled at a frequency that is at least twice the component frequency. The 

Nyquist frequency is twice a particular component’s frequency. The gated integrator 

samples at the component frequency, rather than the Nyquist frequency, therefore, 

the signal’s modulation is not appreciated.

Natural Sampling of Background Plus Signal

Input With Modulation Input Without Modulation

Natural Sampling of Background Only

FiG. 6.7. Illustration of the natural sampling performed by the gated integrator on
the input waveform

Figure 6.7 illustrates that the gated integrator does not recognize the modulation 

applied to the signal. Each frame from the imaging system contains either the sum 

of the background, signal, and noise, or the sum of only the background and noise. 

In either case, as shown in Figure 6.7, \Hg(f)\2' can be analyzed with the baseband 

signal spectrum, <Sa(/), applied to the input, rather than the modulated spectrum,
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'W ; ) .

Even though the gated integrator does not sample at or above the Nyquist rate 

and does not, therefore, recognize the modulation applied to the information bearing 

signal, the modulation may be required by other components of the diagnostic system. 

In order for the laser to properly interact with a species under investigation, and to 

prevent population saturation, laser modulation may be required (Settersten, 1999). 

Besides physical constraints, modulation may also simplify data collection. A simple 

change of phase may be all that is required to switch from images that include the 

information bearing signal to images that exclude the signal.

The gated integrator analysis, contained in the following sections, is performed 

with an integration threshold factor, p, and is performed as if the signal were not 

modulated at the input. Also, in order to simplify the signal’s spectrum, the signal 

variance, <7̂ , is assumed to be zero and the mean value, A, is set equal to aAp, where 

a is the modulation depth and Xp is the steady state background entering a pixel. 

The signal is, therefore, assumed to be constant, which is an impulse at dc in the 

frequency domain. The spectral input to the gated integrator is defined as,

ST(f) = SB(f) + SN(f) + SA(f)

St (I) = (pXp)2 6(f) + + pX, + (aXp)2 5(f) (6.14)

i R Ï T
where p’s effect on the signal is assumed to be negligible, thus, only effecting the 

steady state background. Since the noise is defined as a function of the steady state 

background, p also effects the noise components.
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6.5 Gated Integrator Output

In the following sections, the components of St (/)  from equation 6.14 are applied 

to \Hg(f ) \2. The outputs are defined with the same subscripts as the inputs. For

example, the output is |Yb ( / ) | 2 when Ss ( f )  is applied to the input.

6.5.1 Signal O utput

The signal is, again, represented as unmodulated when applied to the gated

integrator. The signal spectrum is defined as a dc component.

Sa(/) = ( a \ pf 6 ( f )  (6.15)

As the signal enters the imaging system, it is first sampled with the natural 

sampling function. Since it is sampled in time, it is convolved in the frequency 

domain, which results in,

OO

= |Sa(7r#a)|^6(/-?2/a) (6.16)
n  =  —oo

where f s is, again, the sampling frequency. The signal power is, therefore, spread out 

over the harmonic components created by Q(f).

After sampling, the result is filtered by the integrate and dump filter. The signal’s 

spectrum at the output of \Hg(f)\2 is,

oo

l^(/)l^ = (^)^|Sa(7r/^)|2(o(Api/;a)2 |Sa(7r^)|^(/-7t/s) (6.17)
n  =  —oo

where Gs is the imaging system gain and r* is the integration time. The subscript g 

on \YAg(f)\2 indicates the output was processed by \Hg(f)\2.
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The characteristics of \Hid(f)\2 were discussed in section 6.3.2. In this section, 

it was shown that |i?id( / ) |2 has zero points at multiples of I/t*. It is assumed that t* 

is set to a value that eliminates all of the harmonic components from S a ( / )  * \Q{f)\2 

leaving only the dc term. The integration time is, therefore, set such that,

n  = 1— r =  0, 1, 2,... (6.18)
J s

which sets the minimum integration time, at r  =  0, to 1 / / s.

Removing all harmonic components with \Hid(f)\2 reduces the output signal 

spectrum to,

I U 9 ( / ) | 2 =  ( G sTiip3 a \ p ) 2 8 ( f )  (6.19)

When analyzing noise in section 6.5.3, the sampling function’s duty cycle, ?/>s, is 

set to 50%. In this case, the signal power at the output of \Hg(f)\2 is,

( R T  =  \ ( G sTi a \ p)2 . (6.20)

6.5.2 Background Output

Since the steady state background spectrum is the same as S a ( / ) ,  albeit with a 

different magnitude, the background spectrum at the output is also a dc component. 

The spectrum of the background component, SB( f ) } at the output of \Hg(f}\2 is,

OO

=  ^ |Sa(7r/^)|2(pAp^)2 |S a ( 7 r # g ) |^ ( y - n / , ) .  (6.21)
n =  —oo
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where p is the integration threshold factor introduced in section 3.4.

Using the same assumptions from section 6.5.1, all of the harmonic components 

are eliminated and the background is naturally sampled with a 50% duty cycle wave­

form. Only the dc term, therefore, remains at the output.

( > ^ ) 2  =  \ { G sTiP\ , f  (6.22)

6.5.3 Noise O utpu t

The noise at the output of the imaging system is a combination of photon noise, 

1 / f  noise, and noise from the CCD and read out electronics, as discussed in sec­

tion 5.10. In the following sections, the noise spectra, Sw{f )  and Si i f ) ,  are applied 

to \Hg(f)\2 and the outputs are derived. The imaging system’s read out noise is a con­

stant that is added per frame. The read out noise is incorporated into the total noise 

power at the output, which is used in the signal-to-noise ratio (SNR) calculations in 

section 6.7

P h o to n  Noise The photon noise, S w (f) = pXp, is first sampled by the 

natural sampling function at the imaging system’s input. If the duty cycle, t/b, of 

Q(f)  is 50%, then the power at the output of Q{f) is half of the power at its input. 

Convolving the photon noise spectrum, which is white, with the natural sampling 

function results in photon noise power that is a function of the duty cycle.

=  lAsPAp =  (6.23)

Passing this result to the integrate and dump filter produces the output photon



207

noise spectrum,

=  (G ^)^ |Sa(7rjr^)|^ /)A p  (6.24)

The total photon noise power at the output of |H9( / ) |2 can be determined by 

integrating Sw{f)*\Q{f) \2 over the integrate and dump filter’s noise equivalent band­

width (NEB). The integrate and dump filter’s NEB, which is discussed in Appendix F, 

is 1 / ( 2 t î ) .  Using this NEB, the photon noise power at the output of \Hg(f)\2 is,

1 n /'1/2Ti
V w j ,  =  5  ( G s Ti) p \ p  / df

^  (6.25)

1/ f  Noise The 1/ /  noise spectrum, SL(f),  is, again, first mixed with \Q(f)\2.

OO

S l ( / ) * I 0 ( / ) | 2 =  w .)*  E  \ S*(™ipa)\2 S L ( f - n f 3) (6.26)
n = —oo

Since S i i f )  is convolved with all of the harmonics contained in \Q(f)\2, equation 6.26 

contains the baseband 1/ f  noise spectrum and a replica of the 1 / f  noise spectrum

at all of the harmonic components contained in Q(f)- The noise power from the

harmonic components that are higher than the fundamental sampling frequency are 

considered negligible. Only the spectrum at dc and the spectra that is convolved to 

the fundamental frequency are considered. Assuming that the sampling function’s 

duty cycle is 50%, the result is,

Si ( f )  * \Q(f )\2 = UL(/) + - 2SL( f  + f s) + f s L( f  -  f s), (6.27)
4  7T 7T
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FlG. 6.8. Transfer of 1 / /  noise through gated integrator system function

since |Sa(7n/;s)|2 =  4 /tt2 when ^  =  1/2. The result given in equation 6.27 is

illustrated in Figure 6.8(c).

After 1 / /  noise is sampled, it is then filtered with producing the following

noise spectrum at the output.

|yL9(/)^ =  ( C s ^ |S a ( 7 r / 7 i ) | ' \ s L(f) + \ s L( f  + f . ) + \ s L( f  -  /.)4 7T 7TZ
(6.28)

The noise power, from the 1 / /  noise, that appears at the output of \Hg(f)\2 can 

again be determined with the integrate and dump filter’s NEB. The integrate and 

dump filter’s NEB is also shown, as a dashed line, in Figure 6.8(c). The noise within
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the NEB is the sum of the noise from S ^ f )  and the noise from both 5 l ( /  +  f s) and

S i i f  ~ fs)-

Each of the three components inside the NEB is considered separately. The 

noise contribution from the dc term is found by integrating j Sl (/) over the NEB and 

multiplying by r f , which is the gain of \H^( f ) \ 2.

1 /•l/2ri f  r l/2Ti -I
% ^  A„)= /  ^ = = =  #
^ V-i/2n ^ +

CTf- fo
/= 0

a fc
/=0 {GsTipXp)2 \n (GsTip\p)2 In (6.29)

Equation 6.29 is derived by assuming that 1/(27*) is much larger than f Q, and /* is 

substituted for 1/r*.

Since both the 1 / f  noise spectrum and the integrate and dump filter are even 

functions, the limits of integration can be shifted to determine the contribution of 

1 / f  noise at ± / s. Figure 6.8(d) illustrates the integration limits that are used to 

determine the rest of the noise that is contributed by S]u( f  ±  / s ) .

Mathematically, the associative law of convolution is used to switch the process 

order. Essentially, is convolved with \ Q ( f ) \ 2 and then the 1 / f  noise contri­

bution at i t f s is found. In order to account for the negative frequency contribution, 

integration of the positive frequency range, shown in Figure 6.8, is doubled.
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Since ( f s — 1/2^) f 0, the noise contribution from the 1 / /  noise at ± / s is,

-  2/ .  ( 5 s A ) ’ m  - ( O , ,

The total 1 / f  noise power at the output of \Hg(f)\2 is the sum of equations 6.29 

and 6.30.

° L p  =  2/„ ( G s Ti P \ p ) ‘- i l n f â ) + 4 h / 2 / s + / '
/ .j/  TT2 V 2 /s -  /,

(6.31)

6.6 M odulation D epth Determination

When operating the imaging system in the gated integrator mode, at least two 

frames are required to determine the modulation depth. The first frame, Y^n includes 

the signal, and the second frame, Y^s , does not. The noise components included in 

each frame are the photon noise, <7^ ,  1 / f  noise, and the imaging system’s read 

noise, of. The noise components in different frames are assumed to be completely 

uncorrelated.

yjL =  (^Af) + (^Bp) +  +  CTy (6.32)

n 2ff =  {^Bg) + + ^Lg + (6.33)

The mean-square value of the modulation depth is then determined by subtract­

ing Y/ffi from and then dividing the result by Using a f g as the sum of the



211

three noise components,

(6.34)

the mean-squared modulation depth is,

a 2 _  on
mod

a mod

(X a T ) +  ( y B g )  +  O'Tg —

( W '  +

(6.35)

The square of the mean modulation depth is found by eliminating the noise 

components from the equation above.

(t̂ mod)

(̂ mod)

( > a 9 ) 2 +  ( u I ) : ( W

( Y * )

(> ^ ) I {GsTipXpf
a (6.36)

If the integration threshold is not used and p =  1, then the modulation depth is the 

square root of equation 6.36. If, however, the integration threshold feature is utilized, 

the value of p must be known in order to calculate the modulation depth.

The modulation depth that is determined with Y^n and also has a variance, 

<j^od, that is a function of the photon noise, 1 / f  noise, and read noise. Based on 

the propagation of errors, the modulation depth variance is (Bevington & Robinson,



212

1992),

O';mod a.Tg a,
+ Tg

(5w j) (YAsy  (>%)

cr,mod
Tô +L(̂ a9) (rBg)

cr,mod

( M

[ ( W J

( ^ ) 24  + 

(> ^ )4

TS

(6.37)

The “modulation depth-to-noise ratio” (MDNR) is the ratio of the square of the 

mean modulation depth to the modulation depth variance. Assuming that p is equal 

to one, the MDNR is,

MDNR,

MDNR, =

(cbnod) ( > A » r ( Y b Y
/j2

mod k w i „ O ^Bg) <Tt  +  (^A p) (Tt .

(Tt  T  ((%mod) (T‘
2^2 

T (Tn
(6.38)

If the modulation depth is small, the MDNR can be approximated, as shown in 

equation 6.38. This approximation is, simply, the signal-to-noise ratio (SNR) of Y^n.

6.7 Signal-To-Noise Ratio

The signal-to-noise ratio (SNR) of a frame which includes the information bearing 

signal is given in equation 6.39. The SNR shown is per pixel and per frame.

SNR, =  g
< %  +  <T£ +  <7,1

(6.39)

Once the accumulation of photoelectrons surpass the read noise floor, the image 

is limited by photon noise (see section 5.10.10). Assuming the acquired photoelectrons
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exceed the read noise floor, using equations 6.20, 6.25, and 6.31, the SNR is,

SNR. =
4 {GsTia\py

\ G 2s T i p \ p + 2/ 0 (GsnpXp)2 j l n  (̂ ĵ J + In ^2 f s + . f i
2 f s  — f i

(6.40)

After factoring out Gs and dividing by both 7* and Xp, the SNR at the output of

\H9(f ) \2 is,

SNR. (a)'

2p (nXp) 1 + 8fcP2 i  In + ÿ! In
(6.41)

which is, again, the SNR for a single pixel in a single frame.

The SNR can be improved by averaging multiple pixels or multiple frames, or 

both. In general, the variance from n  statistically independent samples is (Cooper & 

McGillem, 1999),

1 N N

i —1 J = 1

Var(X) =  -  (X)

Var(X)

Var(X)

n X 2 + (n2 -  n) (X)2] -  (X)

n n
(6.42)

Using n p  as the number of statistically independent pixels and r i f  as the number of 

statistically independent frames, the SNR can be improved by a factor of n p • r i f .

SNR. =
(np ■ nf ) (a)'

2p (r.A, ) - 1 +  8f 0p2 [i In (A ) + i  ln ( |M A
(6.43)

Based on equation 6.43, the SNR can be improved either by averaging or by 

using the integration threshold. The SNR improvement gained from using the inte-
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gration threshold feature is shown in Figure 6.9. The SNR is given in decibels (dB), 

which is 101og10(S7V7y. In this figure, it is apparent that as p approaches 0, SNR 

improvement is achieved.

I

0.5 0.70.2 0.4 0.6 0.90.3

Integration Threshold Factor (p)

FiG. 6.9. SNR improvement gained from integration threshold factor, p

If it were possible, in an ideal case, to set p to zero, all of the background 

irradiance would be removed. It is not incorporated into the mathematical model, 

but if all the background were removed, the SNR of the output would be limited to 

the photon noise contained in the information bearing signal. Completely removing 

the steady state background is, however, impractical and p will not approach zero.

The SNR is also improved through temporal averaging. Gathering multiple 

frames and then calculating the average will improve the SNR by the number of 

frames gathered. Giving up spatial resolution and averaging multiple pixels together 

is also an effective way to improve the SNR. Figure 6.10 shows the SNR improvement, 

in dB, that is gained from a combination of pixel averaging and frame averaging. As 

an example, averaging 500 pixels and 500 frames would improve the SNR by 50dB.
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I
C L

Number Of Averages (n̂  x

FiG. 6.10. SNR improvement gained from averaging (np • n/)

6.8 Detection Limits

The expected modulation depth detection limits for the gated integrator are 

presented in this section. In order to benchmark the detection limits, a comparison is 

made with a simple lock-in amplifier detection process. The simple lock-in amplifier, 

which is a basic homodyne detector, is derived in Appendix H.

Using an input spectrum, £t (/), that includes a modulated information bearing 

signal, Sap(/), the SNR at the output of the homo dyne detection process is,

SNR, =  ---------------- U ------ ;-------- r -  . (6.44)
tt3/ ^ / - 1 +  n2f 0ln

Derivation of the individual components is included in Appendix H.

The SNR from \Hg(f)\2} given in equation 6.43 is a function of Xp, which is 

multiplied by to account for the CCD’s maximum well depth. Maximizing (r̂  • Xp) 

will reduce the photon noise component and, therefore, increase the SNR. Because
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of the CCD has a limited well depth, (r* • Xp) has a maximum value. Since Xp is the 

arrival rate of photons, the product of r* and Xp must be,

where esat is the electron saturation limit and 77 is the CCD’s quantum efficiency

which is based on an esat of 34,000 electrons, and an 77 of 0.08 at 770nm. The 

quantum efficiency, 7 7 , is determined from the CCD’s quantum efficiency curve, which 

is included in Appendix C.

In order to make a fair comparison between SNR5, from equation 6.43, and SNR0, 

from equation 6.44, a relationship between variables needs to be specified. First, the 

steady state background, / p, in SNR0 is set to,

The frequency components of SNR5 and SNR0 are also related for a fair compari­

son. The demodulation frequency, fd, in SNR0 is set equal to the sampling frequency, 

f s, in SNRg. And finally, the noise equivalent bandwidth of the lowpass filter, from 

Appendix H, is set equal to the noise equivalent bandwidth of the integrate and dump 

filter. The lowpass filter cutoff frequency is, therefore, set to,

&sat (6.45)

for the particular wavelength of Ap. The maximum value of r, • AP is about 4.3xl05,

 ̂‘ ŝat (6.46)
'?7

which is a rearrangement of equation 6.45 that includes a substitution of Ip/e for Xp. 

The minimum value of 7* is about lp,sec, which produces an Ip of l.llx lO -7 watts.

f c  =
1 fi (6.47)or

TTTi 7T
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where fi = I/t* .

The expected SNR, as a function of modulation depth, for both the gated inte­

grator and the homodyne detector are shown in Figure 6.11. The parameter values 

used in Figure 6.11 are,

• Ti = IxlO-3,

•  4  =  1.109x10-1°,

•  h A p ) =  429800,

.  =  318.3,

=  4000,

• f 0 = 1.29xl0-7,

• p = 1, and

• (rip • n / ) =  1.

SN R

SNR*

-1 0

CO-20

-40

-50

-60

Modulation Depth

FiG. 6.11. Comparison of SNRg with SNR0 using the same parameters
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When the parameter values are comparable, as shown in Figure 6.11, SNR5 is 

slightly higher than SNR0. This is because the signal power at the output of the gated 

integrator is larger than the signal power at the output of the homodyne detector. 

Half of the input signal power is obtained at the output of the gated integrator. 

The homodyne detector, on the other hand, captures half of the input’s fundamental 

harmonic power at the output.

The imaging system has a limited well depth, which limits the number of pho­

toelectrons that can be acquired prior to saturation. A lock-in amplifier, however, 

does not have such a constraint and would not be operated with the settings used in 

Figure 6.11.

Figure 6.12 shows SNR0 with Ip set to IxlO-6 and f c set to 10Hz. The parameter 

values for SNR5 remain the same as in Figure 6.11, because they are set to their limits. 

It is apparent from Figure 6.12 that the SNR of the homo dyne detector improves 

dramatically when the input is unconstrained. A homodyne detector, such as a lock- 

in amplifier does not, however, have the ability to produce two-dimensional images.

6.8.1 D etection Sum m ary

The SNR of the gated integrator can be improved with both the integration 

threshold feature and averaging. Figure 6.13 illustrates the SNR improvement that is 

obtained with the integration threshold feature. The integration threshold coefficient, 

p, is set to values less than one and equation 6.43 is plotted in Figure 6.13. The 

product (np • n/), in equation 6.43, is held at unity in Figure 6.13.

The SNR improvement from averaging is illustrated in Figure 6.14. The product 

of rip and rif is varied and plotted, using equation 6.14, with p set to one. Figure 6.14
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Fig. 6.12. Comparison of SNR5 with SNR0 using different constraints
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FlG. 6.13. Predicted SNR improvement when utilizing the integration threshold
mechanism
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shows that approximately 250,000 averages are needed to obtain an SNR of over 20dB 

at a modulation depth of 10-4.

250000  
- 6-  10000 

1000 
- m -  100

10

00

-21

-41

P =
- 6 0

. -4 10 3

Modulation Depth

FlG. 6.14. Predicted SNR improvement when averaging



221

Chapter 7 

HETERODYNE DETECTION SYSTEM MODEL 

7.1 General Introduction

The second detection mode, the heterodyne detection mode, is analyzed in this 

chapter. When operating the imaging system in a heterodyne detection mode, the 

sampling frequency represented in the natural sampling function, |Q (/) |2, is differ­

ent than the modulation frequency, f m, that is used in modulating the information 

bearing signal. In this mode, the modulated signal at f m is mixed down to an interme­

diate frequency (IF) that is above the baseband but lower than the imaging system’s 

frame rate. Heterodyne detection and the concept of an intermediate frequency was 

introduced in section 4.4.2.

Once at the intermediate frequency, the information bearing signal then oscillates 

over multiple frames. In order to extract, from a series of frames, the information 

bearing signal and the background as separate components, a final set of post process­

ing functions are utilized. After separating the background and signal, the modulation 

depth is determined.

The analysis results, presented at the end of this chapter, indicate the hetero­

dyne detection mode is not well suited for extracting weakly modulated images to 

measure modulation depth. The analysis in this chapter, therefore, demonstrates that 

other detection modes should be used when measuring very small modulation depths. 

Other applications, however, can benefit from an imaging system that is capable of
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performing heterodyne detection. As an example, a heterodyne imaging system can 

extract interference patterns that can enhance industrial object recognition systems. 

The work presented in this chapter can, therefore, be a basis for other investigations 

on heterodyne detection imaging systems and their application.

7.2 Heterodyne Detection Model

The system function that describes the heterodyne detection process is divided 

into two stages. The first stage includes image capture functions performed by the 

imaging system. The second stage is comprised of post processing functions that are 

used to extract the desired components.

The first stage of the detection process includes a natural sampling process, 

|Q (/) |2, an integrate and dump filter, |jT ^(/)|2, and a sample and hold filter, \HSh(f)\2. 

The image capture stage and the post processing stage of the heterodyne detection 

process are illustrated in Figure 7.1. Both \Q(f)\2 and |i/ ^ ( / ) |2 are the same as 

equations 6.3 and 6.5 respectively.

In order to filter the data contained over consecutive frames the sample and hold 

filter is included in the heterodyne detection system function. The sample and hold 

filter, \HSh{f)\2> filters the imaging system output at the system’s frame rate. The 

frame rate is defined as / / ,  which is expressed in \Hsh(f)\2 as 7} or 1/ / / .  The addition 

of the sample and hold filter completes the first stage of the heterodyne processing 

chain, which is illustrated in Figure 7.1.

7.2.1 Sample And Hold Filter

The sample and hold filter, which is modeled as a lowpass filter, is an additional 

filter included in the system function to represent the heterodyne detection process.



223

|Y(f)|2

IQ(0|2 Imaging System

Post Processing

— 2— _  on-off®biod y 2
off

|D(f)|2
|Y(f)|2-------

FlG. 7.1. Block diagram of the imaging system operated as a heterodyne detector
with post processing functions

A mathematical description of the sample and hold filter is developed in appendix G.

From appendix G, the power transfer function, \HSh(f)\2, for the sample and 

hold filter is,

)H3h(f)\2 = |Sa(7r / 7 ))|2 (7.1)

where Tf is the imaging system’s frame period. The frame period is the inverse of 

the frame rate, / / .  The sample and hold filter’s power transfer response, given in 

equation 7.1, is illustrated in Figure 7.2.

F ilter C haracteristics Much like the integrate and dump filter, the sample 

and hold filter has peaks and troughs across the frequency spectrum. The zeros can,
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Sample and Hold Filter 
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FlG. 7.2. Sample and hold filter power response

again, be used to eliminate power at specific frequencies in the output of the sample 

and hold filter. As shown in Figure 7.2, the sample and hold filter has peaks at,

-L 2r
± f  =  ———  where r =  0, 1, 2,

2T
(7.2)

/

and has zeros at,

± /  = where r  =  0, 1, 2,...
T

(7.3)
/

Noise Equivalent F ilte r The noise equivalent bandwidth (NEB) for the sam­

ple and hold filter is very similar to the integrate and dump filter’s NEB. The NEB for 

the sample and hold filter, defined as Bsh, is equal to 1/(27}). The noise equivalent 

filter, Hgh(f), is, therefore,

ram2 = n(éï)= n(/*» = n (7.4)
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7.2.2 Post Processing

Depending on the desired output, the demodulation function, |D ( /) |2, is either 

included or excluded from the second processing stage. Including \D(f)\2 results in 

an output that does contain the information bearing signal. Processing the imaging 

system output, |Y (/) |2, with |D( /) |2 transfers the signal from the intermediate fre­

quency to the baseband. At the same time, \D( f ) \2 also transfers the background 

component to the intermediate frequency. Once the signal is at the baseband, and 

the background is at the intermediate frequency, a final integrate and dump filter can 

be used to eliminate the background and retain only the signal.

Excluding \D(f)\2 results in an output that does not contain the signal and only 

contains the background component. By not using |D ( / ) |2 and leaving the signal at 

the IF, the signal is eliminated by the downstream integrate and dump filter. The 

signal and the background are, therefore, separated with the second processing stage 

through demodulation and filtering, as illustrated in Figure 7.1.

A simple homodyne detection process is included in appendix H for comparison 

with the other detection methods. This appendix includes further discussion on 

\D(f)\2. The power spectrum of |D (/) |2, used in this section, is,

m i 2 = ■ fk /'+ Z d ) +  (7.5)

where Gd is the amplitude of the sinusoidal demodulation function and f d is the 

demodulation frequency.

The integrate and dump filter \Hrd\2 is the same as the filter discussed in ap­
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pendix F with different variables. The power spectrum of \Hrd(f)\2 is,

\Hrd(f)\2 =  Tr |Sa(7r /r r )|2 (7.6)

where rr is the integration time of the filter.

Also discussed in appendix F is the noise equivalent bandwidth of an integrate 

and dump filter. Based on this discussion, the NEB of \Hrd{f)\2 is l/(2 rr ) and the 

noise equivalent filter is,

ram2 = *nu-Tr) = r*n(£) (7-7)
where f r = l / r r .

7.2.3 System  Function

Two effective system functions are defined to identify the two different paths in 

the second processing stage. The system function that includes \D(f)\2 is defined as 

\He(f)\2 and the system function that excludes \D(f)\2 is defined as \Hge(f)\2. The 

subscript g is used in \Hge(f)\2, since excluding \D(f)\2 results in a gated integra­

tor system function that is similar to the one presented in Chapter 6, albeit with 

additional filters.

Applying an input spectrum to each of the effective system functions produces 

different outputs, which are diagrammed in Figure 7.3. Applying Sx(f )  to \Iie(f)\2 

produces Z '^ _ofI and applying ST(f)  to |/f9e( / ) |2 produces

C -o ff = \ H M ) \ 2 { [\Hsh(f ) \2\Hid( f ) \2 {Sr( f )  * IQ(/)|2)] * \D(f)\2} (7.8) 

Z 2oB = \Hrd( f ) \ 2\Hsh(f ) \2\Hid(f ) \2 ( S Af )  * \Q(f ) \2) (7.9)
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Both ^on-off and Zgg are defined below.

&X9—>(x)— iHjd(f)i

FlG. 7.3. Processing with and without |D ( / ) |2

Applying an input spectrum, ST(f),  to each of the system functions produces 

different results at the output, \Z(f)\2. Applying 5 r ( /)  to \He(f)\2 produces an 

output spectrum that is the combination of signal, photon noise, and 1 / f  noise.

=  |ZAs(/)|: +  (7.10)

Similarly, applying S r(/)  to \Hge\2, from equation 7.9, produces a combination of 

steady state background, photon noise, and 1 / f  noise.

p .n )

Including |D ( / ) |2 in \He(f)\2 makes it possible to filter out the steady state 

background with |7ird|2. When \D(f)\2 is excluded, however, the background power 

is retained and the signal is eliminated with \Hrd(f)\2. Since no signal is contained in 

the output of \Hge(f ) \2, the power at this output is defined as Z 2ff, which maintains 

the notation convention used in section 6.6. The power out of \He(f)\2} which does
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contain signal and does not contain background power, is defined as ^on_off. Both 

outputs are illustrated in Figure 7.3.

Based on the output definitions, the modulation depth can be determined by 

dividing Z^n_oS by Z%g. The output of both \He(f)\2 and \Hge(f)\2 contain noise as 

well, thus, dividing the power from each system function produces the mean-square

value of the modulation depth, o;^od.

^on-og _  (^Ae) +2 _  on-ott ____ \ -ne/ ' w e  1 - L,e ' ~ r  z7  -, qx
a mod ~  ~  (-7----- , 2  2 , 2 , 2  V ' - i Z j

og \ZBge)  +  +  0  Lge +  ^ r

Since the imaging system’s read noise, o f ,  is added per frame and both ^ o n -o g  

and Z 2g are determined from the same set of frames, the read noise in ^ o n_ off and 

Z 2g is correlated. When determining the modulation depth variance, the read noise 

will, therefore, be eliminated since the squared terms will be cancelled by the cross 

product terms (Bevington &; Robinson, 1992).

Both the photon noise and the 1 / /  noise, however, do not cancel in equation 7.12. 

The noise power from \He(f)\2 and |JTge(/) |2 is determined from different frequency 

bands. The photon noise and 1 //  noise at different bands of frequency is uncorrelated 

and, therefore, does not cancel in equation 7.12. The mean-squared value of the 

modulation depth reduces to the following equation.

Z L -o S  (ZAe)  +  Cwe +  a
2
Le2 _  on—on __ y vv e ■ ue Zy i  o \

m od ~  y 2 ~ ----( - 7 ----- \2  2 2 V ' - 1 '3!

7.2.4 Input Review

The modulated signal spectrum is captured by the heterodyne detection process, 

thus, the modulation is included in the input spectrum. The steady state background
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and noise spectral components remain the same. The input spectrum is, therefore, 

the same as the spectrum given in equation 5.123.

The input signal is again defined as the constant value a \ p and (j\ is assumed

to be zero. Modulation replicates a \ p at the harmonics contained in the modulation

waveform. The modulation waveform that is considered is the rectangular pulse train 

function, mp(t). The total input spectrum used in this chapter’s analysis is,

St U )  = S b U )  + 5W(/) + SAp(/)

S t U )  =  (Ap)2 5 ( / )  +  - 7 i M = =  +  Ap

oo
+ (aXplpm)2 Y 2  \S&{nn'lpm)\2 0 { f - m fm) ■ (7.14)

r n  — —oo

7.3 Heterodyne System Output W ithout Demodulation

The system function, \Hge( f ) \ 2, is very similar to the system function that was 

used in section 6.4. In this section, \HSh{ f ) \ 2 and \Hrd\2 are included to create 

\Hge{f)\2- Using these additional filters, the output of \Hge(f ) \2 is,

\ZT( f )\2 = \Hrd(f)\2\H3h(f ) \2\Hid( f ) \ 2 (ST (f)  * |Q(/)|2)

I^t ( / ) | 2 =  rr2 |S a(7r/rr) |2 |S a (7r /T / ) |2 i-2 |Sa(7r/Ti) |2
OO

xV'a ^2 |Sa(7r^)|^T(/-^/3) (7.15)
n = —oo

when applying S r i f )  to the input.

The noise equivalent filter for the combination of \Hrd( f ) \2, \HSh( f ) \2, and \Hid( f ) \2 

can be used to determine the noise power at the output of \Hge( f ) \ 2. The integrate 

and dump filter, \Hrd( f ) \2, has a noise equivalent bandwidth (NEB) that is less than
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the NEB for both \Hsh(f)\2 and \Hid(f)\2- The final integrate and dump filter, there­

fore, removes noise power that passes through the two other filters, which means that 

the NEB for \Hrd(f)\2 is also the NEB for the combination of filters.

The gain of all three filters is included in the noise equivalent filter for the 

combination of filters. Since the NEB of \Hrd(f)\2 is l/(2 rr ) (or / r /2), the total noise 

equivalent filter is,

\Hg!(f)\2 = (vr<)2 J p r r • / )  = to)’n(f) (7'16)
where Tr2 is the gain of |ifrd( /) |2 and r 2 is the gain of \Hid(f ) \2 (the gain of \Hsh(f )\2 

is one).

In the following subsections, each component of ST(f),  except for the signal 

component, is applied to \Hge(f)\2. The total output of \Hge(f) \2 is then developed 

through the use of superposition.

7.3.1 Background Output

The steady state background is a constant for all time and its spectrum, Sb(/), 

is (Àp)2<5(/). Applying S s i f )  to \Hge(f)\2 produces the same result that was shown in 

equation 6.22, with a difference in gain. The gain changes because of the additional 

filters. The spectral output of \Hge(f)\2, in this case, is,

\ZBee(f)\2 = ^(GsTrTArfSi f)  (7.17)

which assumes that ipSl the sampling function’s duty cycle, is 50% and the imaging 

system’s gain is Gs. Since the output is simply a delta function at /  =  0, the power
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at the output is the square of the mean background.

( Z Ë ^ f  = ^(GsVTiA,)2 (7.18)

7.3.2 Photon Noise Output

The photon noise power and 1/ f  noise power out of \Hge(f)\2 are also similar to 

the noise power derived in section 6.5.3. As shown in section 6.5.3, sampling photon 

noise with \ Q{ f ) \ 2 results in half the photon noise power when Vt? is 50%. Under this 

assumption, the photon noise spectrum at the output of \Hge(f)\2 is,

(GsTyri^ |Sa(7r/Tr)f |Sa(7r/T))|2 |Sa(7r/7()|^ (7.19)

Using the noise equivalent filter given in equation 7.16, the photon noise power 

at the output of \Hge(f)\2 is,

1 o fT^Tr)
=  g Ap (GgTrTi) / 1 - #

^ V -l/(2T r)

=  ^ A p (G ^ )^  . (7.20)

7.3.3 1 /f  Noise Output

Finally, the 1 / f  noise spectrum, SL(f), is applied to |JT5e( / ) |2 in this section.

In doing so, Si , ( f )  is first convolved with \Q{ f ) \2- Just as in section 6.5.3, only the

spectrum at dc and the spectra that are convolved to ± / s by \Q{ f ) \2 are considered.

The 1 / f  noise that is convolved to the higher harmonics is considered negligible. The

result of S i i f )  * |Q (/) |2 is, therefore, the same as the result given in equation 6.27,

assuming ips is 50%.



Filtering equation 6.27 with |i i^ ( / ) |2, \HSh{f)\2, and \Hrd(f ) \2 provides the 1/ f  

power spectrum at the output of \Hge(f)\2, which is,

| ^ ( / ) | ^  =  |Sa(7r/^)|^ |Sa(7r/7})|^ |Sa(7r/^)|^

x j ' S l i f )  H 2 ^ L( f  + "*---2^LV  — /s)4 TT"1 7TZ
(7.21)

The 1 / f  noise power is also found using the same methodology that was outlined 

in section 6.5.3. The noise equivalent bandwidth is now changed to l/(2 rr ) and the 

gain is slightly different. Based on these changes, the 1 / f  noise power at the output 

of is,

aLge (7.22)

7.3.4 Combined Output

The spectral output of |i7ffe( /) |2 is a combination of background, photon noise, 

and 1 / f  noise. Since the power out of \Hge{f)\2 contains only background power and 

no signal power, it has been defined as Z2ff. Thus, Z2ff is,
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7.4 H eterodyne System Output W ith Demodulation

In this section the demodulation function, \ D ( f ) \ 2 is included in the second stage 

of the detection process. When including \D( f ) \2, which changes the system function 

definition to |He( / ) |2, the output of the system function is,

\ZT(f)\2 = \Hrd(f)\2 { [\H3H(f)\2\Hu(f)\2 (ST (f) * |<3(/)|2)] * |£ ( / ) |2} • (7.24)

In the following subsections, the signal and noise components of ST (f)  are ap­

plied individually to \He( f ) \2. The total output power is, again, developed through 

superposition.

7.4.1 Signal Output

As S a p ( / ) ,  from equation 7.14, enters the imaging system it is convolved with 

\Q{f)\2. Since this mode is a heterodyne mode, the sampling frequency is different 

than the modulation frequency. Convolving S'ap ( / )  with \Q(f)\2 will transfer the 

signal in frequency to all of the sum and difference terms ±.m fm ±  n /s, where m  and 

n are all integer values from —oo to oo.

OO OO

5 A p (/)* IW )f = ^ 2  |Sa(7rn#m)|2
rn=—oo n = —oo

x |Sa (7.25)

The intermediate frequency, //, which was introduced in section 4.4.2, is the ab­

solute value of the difference of f s and / m, where \m\ and |n| are both one. Convolving 

5ap(/) with \Q{f)\2 will, therefore, transfer the signal component at / m to the inter­

mediate frequency, / / . The intermediate frequency needs to be chosen in accordance



234

with downstream filtering processes to allow / /  to propagate to the output. If / /  is 

not properly set, downstream filtering may eliminate the desired signal component.

After filtering with | i ^ d ( / ) | 2 and \Hsh( f ) \ 2) the only components of 5 a p ( / )  *  

\ Q( f ) \ 2 that are not severely attenuated are the dc component and the difference 

terms between f s and / m. Incorporating the filters, the output of the imaging system

is,

|ÏAe(/)|^ =  ((9sT^i/;aaAp)^|Sa(7r/7})^|Sa(7r/T^|^

x ^ 2  |Sa |Sa -  n/s)
71 —  — 1

\Yte(f)\2 =  (<3sTiV-m^oA!,)2|Sa(7r/7»|2|Sa(7r/Ti)|2
1

X 5 3  lS a (7rn^m)|2 |Sa(7rn^s)|2( 5 ( / - n / / ) (7.26)
n = - l

The sample and hold filter, which has a smaller pass band than the integrate and 

dump filter, sets the limits on / / .  Actually, the limit is set by the imaging system’s 

maximum frame rate, / / ,  which is 1/7/. The maximum frame rate, for a very small 

region of interest (ROI), is approximately 30Hz. The first zero point in the sample 

and hold filter’s spectrum, therefore, is at 30Hz.

In order for the signal, that is modulated at / m, to pass through |iJŝ ( /) |2, / /  in 

equation 7.26 must be less than 30Hz. As an alternative, the intermediate frequency 

can also be set greater than 1/7/ as long as it is set to one of the peaks in \HSh{f ) \2- 

The intermediate frequency should, therefore, be set to,

f ,  = l/s - / m | < / - = / /  (7.27)
1 f

or
1 -4- 2r

f i  =  l /s - /m l  =  y i j T  r  =  0,1,2,... (7.28)
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From equation 7.26, the only components from S ap( / )  * |Q (/) |2 that will pass 

through \Hid(f)\2 and \Hsh{f)\2 without serious attenuation will be the dc term and 

the components at | / s —/ m|- The product of the modulation function and the natural 

sampling function at n =  0, which is the dc term is one. Assuming both ipm and -0S 

are 50% the product of the modulation function and the natural sampling function 

at ± / j  is,

sm('K'iprn) sin(7r-^m)
7T^ 7T 7T"

(7.29)

The signal spectrum at the output of the first stage of \He(f)\2 can, therefore, be 

written as the following equations.

| > A e ( / ) | 2 = (GsTi1pmll)sa \ pf  6(f) + G Ç t 0 l \ q r t  \  | /  I „  z. I X I 2  I T T  f  I I \  | 2

TT2

X [ ^ ( /  +  I / s  — / m | )  +  £ ( /  — | / s  — / m | ) ]

which is,

^  (GsT ,a \p)i 6(f)  +  ( GsT̂ Xp') |Sa(7r//r i)|2 ISafTr/zT,)!'

x [«(/ +  //)  + « ( / - / / ) ] (7.30)

The subscript e on |FA^(/)|2 indicates the output is from the heterodyne detection 

process.

In order to extract just the information bearing signal that resides at / /  and 

eliminate the steady state background component that lies at /  = 0, |hAe(/)|2 is 

first mixed with \D(f)\2 and then filtered with \Hrd(f)\2. Mixing |TAe(/)|2 with 

\D(f)\2 will transfer any component at fd, which is the demodulation frequency in 

\D(f)\2, down to the baseband. In order to recover the signal at f i,  the demodulation 

frequency, fa, is, therefore, set equal to / / .  Convolving | > A e ( / ) | 2 with \D(f)\2, and
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setting fd = f h  produces the following result.

\YAe(f)\2 * \ D ( f ) \ 2 =  1  ( G d G s Ti a \ p ) 2 lS(f + /,) + 5 (/ -  /,)]

+ 2 ISaW^)!2 |SaW;Ty)|26(/)(7.31)

Not only is the dc component of the information bearing signal transferred to 

/ / ,  as shown in equation 7.31, but the steady state background component is also 

transfered to //. The final integrate and dump filter, \Hrd(f)\2, is then used to 

remove the background component that is transferred in frequency to f j .  This is 

accomplished by setting l / r r = f j  = f d, which creates a zero at //.

This is the same reason the signal is eliminated at the output of \Hge(f)\2, which 

does not perform the convolution in equation 7.31. If |YAe(/)|2 is not convolved 

with |D ( /) |2, the signal remains at f j .  The signal, that remains at f j  in this case, 

is eliminated by | i 7 r d ( / ) | 2 , which has a zero at / / .  The final integrate and dump 

filter, therefore, eliminates the signal from \Hge(f) \2 and eliminates the steady state 

background from | i 7 e ( / ) | 2 -

After equation 7.31 is filtered with \Hrd(f)\2, the only remaining term is the dc 

term. The signal’s spectrum at the output of \He(f)\2 is, therefore,

\ZAe(f)\2 =  (GdGsTrTia \p Ÿ  I S a ^ /m ) ] 2  |Sa(7 r/,:Z))|2 ,S(/) (7.32)

where rr is the gain of \Hrd(f)\2. Since only the dc component remains, the signal 

power is the square of the mean signal power at the output.

( z ^ ) 2 =  - L  ( G dG 5Tr T«a Ap) 2 ISaC-TT/ ^ ) ! 2  \Ss.(nfIT f ) \2 (7.33)
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7.4.2 Photon Noise Output

The noise at the output of the first stage of the heterodyne detection process is, 

essentially, the same as the noise out of the gated integrator. The sample and hold 

filter is added to the spectrum given in equation 6.24, to produce the photon noise 

spectrum at the output out of the first stage of the heterodyne detection process.

\Ywe(f) \2 = {GsTif  |Sa (TT/Tj)!2 |Sa {-KfTftf  . (7.34)

The photon noise spectrum at the output of the second stage, \Zwe{f ) \2, is deter­

mined by mixing \YWe( f ) \ 2 with |D ( /) |2 and then filtering the result with \Hrd(f) \2.

\ Zwe( f ) \2 =  \Hrd( f ) \ 2 [ \Ywe(f) \2 * \ D ( f ) f ]

\Zwe( f ) \2 = y  ( G d G s Tr T i ) 2 |S a ( 7 r / T r ) | 2 |Sa [n(f +  f ^ T ^ 2 |Sa [ 7 r ( /  + f d)Tf }\2

+ |S a [ 7 r ( / - /d)ri]|2 |S a [7 r ( /- /d)T/ ]!2| (7.35)

The symmetrical shape of both |YAe( /) |2 and the noise equivalent filter for 

\Hrd{ f ) \ 2 can, again, be used to simplify the noise power calculation. Using the 

NEB for H rci ( f )  and changing the integration limits to include fd, the photon noise 

power at the output of H e{f)  is,

1 rfd +  f r / 2

Owe = / |Sa(7r/^)|2 |Sa(7r/T})| #  (7.36)
4 '//d-A/2

The demodulation frequency, f d, is set equal to the intermediate frequency, fj ,  

to transfer the signal to the baseband. The final filter’s first zero at f r is also set equal 

to f j .  The demodulation frequency, fd, is,- therefore, also equal to f r . In this case, 

equation 7.36 can be simplified by substituting fd for f r . The photon noise power at
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the output of \He(f)\2 is then a function of fd-

i  ̂ r(3/d)/2
(G d G s T r T i)  /  | S a ( 7 r / 7 i ) |  | S a ( 7 r / T / ) |  #  ( 7 .3 7 )

4 Jfs/2
or

a W e  — ~^\{GdGsTrTi)2 Kw{fd)  (7.38)

where
r(3/d)/2

- W / d )  =  /  | S a ( 7 r / T i ) H S a ( 7 r / T } ) | " # .  ( 7 . 3 9 )
'//d/2

The numerical integration of Kw( f d)} defined in equation 7.39, is shown in Fig­

ure 7.4. For the numerical integration shown in this figure, the demodulation fre­

quency ranges from 1Hz to 75Hz, the integration time, t*, is set to 1/200 seconds, 

and the frame period, X/, is set to 1/30 seconds.

5
=

Ie
o
Ze
2
I

Demodulation Fequency, fd> (Hz)

FlG. 7.4. Numerical integration of Kw{fd)
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7.4.3 1 /f  Noise

Determining the 1/ f  noise at the output of the first stage of the heterodyne 

detector is, again, the same as for the gated integrator. The 1 / f  noise at the output 

of the first stage is the same as shown in equation 6.28, with the addition of the 

sample and hold filter.

x 1
"I 2^  V  + /a) H ~ /s)7T 7TZ

(7.40)

Using the noise equivalent filter from equation 7.16, the 1 / f  noise at the output 

of the first stage is,

(7.41)

which is the same as equation 6.31, however, using f f  from \Hsh(f)\2 instead of /^.

The total 1 / f  noise at the output is comprised of the baseband 1 / f  noise and 

the 1/ f  noise that is convolved to f s by Q(f).  The ratio of the noise from f s)

to the total noise, as given by equation 7.42, is shown graphically in Figure 7.5.

S i i f  ±  f s) Contribution x 100 (7.42)

In Figure 7.5, f s is set to 4kHz, ips is set to 50%, and the 1 / f  noise cutoff 

frequency, / G, is set to 1.29xlO_7Hz. The imaging system frame rate, / / ,  is varied 

from 1Hz to 100Hz.
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FlG. 7.5. Ratio of noise contribution from 5 l ( /  =b fa) to the total 1/ f  noise

It is apparent from Figure 7.5, that most of the 1 / f  noise at the output of the 

first stage is from the baseband 1 / f  noise. Since the additional noise from 5 l ( /  ± / s) 

is quite small, compared to the noise from SL( f ) y the 1 / f  noise at the output of the 

first stage is approximated with only the baseband contribution.

\YLc( f ) \ 2 «  1 (C.Ti)2 ISaCTr/r,)!2 |Sa(7r/r/ )|2SI,(/). (7.43)

The 1 / f  noise spectrum at the output of \He(f) \2 is found by first convolving 

|FLe(/)|2 and then filtering the result with the final integrate and dump filter.

\ZLeU) \ 2 =  \Hrd( f ) \ 2 [\YAe( f ) \ 2 * \D( f ) \2}

\ZLe(f ) \2 = ^  {GiG.TrTif [ s L( /  + h )  ISa [7 ( /  +  |Sa [7r(/ + f d)Ts t f

+ S l U  — fd) |Sa [7r(/ -  fd)Ti]\2 |Sa [ïï(f — fd)Tf }\2 (7.44)
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In order to determine the 1 / f  noise power, the noise equivalent filter, \H^( f ) \ 2 

can be substituted for \Hrd(f)\2. Since the functions in equation 7.44 are all even 

functions, \H^( f ) \ 2, instead of |YA.e(/)|2, can be convolved with |D (/) |2.

\ZLe(f ) \2 =  \YAe( f ) \ 2 [ K ( / ) |2 * \ D ( f ) \ 2] (7.45)

By convolving \ H^( f ) \ 2 with | jD ( / ) | 2 , the limits of integration, over the NEB, include 

fd- The 1 / f  noise power at the output of \He(f)\2 can, therefore, be determined with 

the following equation.

<  =  |  ( G A t i V  !S-‘ ( 'I / 1 f , ' ! ‘ l , / T ' >l’ . ( / )  a , ( t . « )

Just as in the photon noise case, fd can be substituted for f r. After substitution, 

the 1/ f  noise power is,

«1, - |(c ,c ,,,„y  ËiMtirEKË>£(/) df i7AT)
or

Ou = ~  (G A T rn X ,)2 K L(fd) (7.48)

where

K M . )  -  (-.491
Jf i / i  V f o  +  P

The results from numerically integrating K L(fd), with f d ranging from 1Hz to 

75Hz, are plotted in Figure 7.6. The integration time, 7* is, again, set to 1/200 seconds 

and the frame period, T/ is set to 1/30 seconds.
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FlG. 7.6. Numerical integration of Ki i fd)

7.4.4 Combined Output

The output power from |FTe( /) |2 is the combination of signal power, photon noise 

power, and 1 / f  noise power. Since no background power is resolved, the total output 

of | # e ( / ) | 2 is, again, defined as Z2n_off.

72on—off

y2
on—off

( ^ A e )  +  &  W e  +  Cr
2
Le

(GdCjTrT;)'   ( r\j\ I Ç!ci f-rH-. ) 1 ̂  1 °  / c rr'  ̂1 2
27T4

(aAp) |Sa(7r/;7i)| |Sa(7r/;7y)|'

+ -XpKwifd)  +  gfo^2pK L{fd) (7.50)

7.5 M odulation Depth Determination

The modulation depth is determined with a similar method to the one shown 

in section 6.6. The signal is, however, extracted through demodulation, thus, the
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background does not need to be subtracted out. The ratio of the signal to the back­

ground will, in this case, provide the modulation depth. The mean-square value of 

the modulation depth is,

2 _  " o n —on _  " w e  ' ~  ^  (7 c i  X^on-off _  (^ A e )  +  ^ W e  +

y°ff { Z B e )  +  V w g e  +  a L9e

The mean-square value of the modulation depth is the sum of the square of the 

mean modulation depth, (owz)2, and the modulation depth variance, cr^od. The 

squared mean value is,

(ZÂ^ 2  2 ^ 4  (GdCt\pf  \S&(k f jTi) \2 |Sa(7 r//T / ) | 2

\ p l mo d )  —----- — ---- o — 1 \ 2 » - Ol )

after canceling the like terms in equations 7.23 and 7.50. Taking the square root of 

equation 7.52 produces the mean modulation depth that is measured by the imaging 

system.

Since the gain of |D (/) |2, which is G ,̂ is only applied to the signal, it can be set 

such that a is extracted. In order for a moT to be equal to a, G a is set to,

Gd = — -----------—---------------  (7.54)
V2|Sa(7r//Ti)| \Sa.(vf,Tf)\
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7.6 Signal-To-Noise Ratio

Since Zln_oE contains the signal power, the signal-to-noise ratio (SNR) can be 

defined as

S N R  -  4 ,  ,7-55)

which contains the read noise power, The read noise power is only canceled when 

the modulation depth is determined.

Measuring the modulation depth, rather than the signal power, is, however, the 

objective. A more useful figure of merit is, therefore, the modulation depth-to-noise 

ratio (MDNR). The MDNR is the ratio of (amod)2 and cr^od. The MDNR is different 

than the SNR because of the propagation of errors through the calculation performed 

in equation 7.51.

Since the noise from |Re( /) |2 and the noise from \Hge( f ) \2 are determined over 

different spectral ranges, the photon noise powers are uncorrelated. It is assumed that 

the 1/ f  noise power from the two system functions will have some correlation. The 

correlation in 1 / /  noise is, however, ignored, which produces a worst case scenario. 

If the 1 / f  noise has in fact some correlation, the actual MDNR will only be better.

Based on the propagation of errors, the modulation depth variance is (Bevington 

& Robinson, 1992),

O w  =  +  O p  +  (vwge  +  5g)

(cw ï)2 Ç zZ)2 ( z ^ ) 2
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Since (oimodf is (Zac)2 /  (ZË^e)2, the modulation depth variance is

( Z s g e )  (o'W e  +  a  L e )  +  { a Wg e  +  ^ L g e ) (7.57)

The MDNR is then found by dividing equation 7.53 by equation 7.57.

MDNR

MDNR (7.58)

The MDNR is plotted in Figure 7.7, for modulation depths of 10~2, 10-3, 10~4, 

and 10-5. The MDNR is shown as a function of the demodulation frequency, f d} 

which is also the intermediate frequency, //, or the frequency difference between f m 

and f s. The integration time, 7* is set to 2.5ms, thus, 10 samples of a 4kHz input are 

integrated per frame. The system frame rate is assumed to be 30Hz, therefore, Tf 

is set to 1/30 seconds. Also, the input Xp is set such that the system is just below 

saturation after integrating the 10 samples per frame.

7.7 D etection Limits

The MDNR shown in Figure 7.7 is much lower than the SNR shown in Figure 6.11 

for the gated integrator detection mode. The MDNR is much lower because the signal 

power at the output of \He(f) \2 is much lower than the signal power obtained with 

the gated integrator, \Hg(f)\2.

The ratio of signal power out of the heterodyne detection mode, from equa­

tion 7.33, to the signal power out of the gated integrator mode, from equation 6.20, is 

plotted in Figure 7.8. This figure shows that the signal power obtained at the output
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FlG. 7.7. Modulation depth-to-noise ratio (MDNR) as a function of demodulation
frequency, f d

of the heterodyne detection system is much smaller. The reduction in signal power 

accounts for the reduction in SNR, or in this case MDNR.

The noise power from both system functions remains essentially the same. Since 

the natural sampling function has a dc component, the low frequency noise remains 

at the baseband. The input signal power at the modulation frequency, / m, is mixed 

down to the intermediate frequency, / /. Since the imaging system has such a low 

frame rate, / /  must be a low frequency (~30Hz) located in a large portion of the 

1 / f  noise. Since the 1 / f  noise remains at its baseband and is not convolved to a 

higher frequency band by the natural sampler, the heterodyne detection process can 

be thought of as a lock-in detection process that uses a 30Hz modulation frequency.
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Fig. 7.8. Ratio of signal power from \He(f)\2 to the signal power from \Hg(f)\2

7.8 Applications

The results indicate that the imaging system’s heterodyne detection mode is not 

well suited for making measurements used to calculate modulation depth. The gated 

integration mode, discussed in Chapter 6, transfers more signal power to the output 

and is, therefore, more applicable to the problem of extracting a weakly modulated 

image.

The heterodyne detection mode can, however, enhance images used in other 

applications. Not discussed in this analysis is the fact that phase information is also 

retained at the output, |y ( / ) |2, of the imaging system. Phase information in images 

can be used to calculate distances in the object plane and generate topographical 

images.

Besides three-dimensional mapping, phase information may also be used in se­

lected background free laser diagnostics. As an example, the ability to determine the
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phase difference between an excitation source and the resulting fluorescence from a 

paint sample can extend the measurement options in pressure sensitive paint diag­

nostics.



249

Chapter 8 

PROCESSING DEM ONSTRATION  

8.1 General Introduction

As an indication of the imaging system’s potential, its processing capabilities are 

demonstrated in this chapter. The system’s ability to perform on-chip integration of 

multiple exposures is first shown in section 8.3. Then, in section 8.4, the results from 

testing the integration threshold function are presented.

After demonstrating the system’s ability to perform on-chip integration, the 

results from modulation depth experiments are outlined. In these experiments, the 

gated integration mode, from Chapter 6, is used to measure a simulated probe beam 

irradiance. The simulated probe beam irradiance is generated with a controllable 

light-emitting-diode (LED) array. Modulation depth, from the simulated probe beam, 

as measured with the imaging system is compared to the modulation depth, from the 

same LED, as measured by the combination of a lock-in amplifier and a dc volt meter.

This chapter then concludes with demonstrations that could prove valuable to 

alternate applications. Using the gated integrator mode, fringe analysis is shown as 

a method for object and shape recognition. Finally, the heterodyne detection mode, 

presented in Chapter 7, is demonstrated and possible applications are discussed.
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8.2 Experiment Configuration

Most of the results are generated from the experimental setup shown in Fig­

ure 8.1. An LED array is used as a controllable irradiance source. In the LED array 

electronics, a dc input, a noise input, and a signal input, can be summed together to 

produce the desired irradiance from the LEDs.

de V (Background) Noise InputDC Power 
Supply 

HPE3631A
Power SuppW

LED Arraray
Modulated

Signal
Computer 
(Hardware 

Configuration, 
Post Processing, 

Storage)

Modulation Signal 
Generator 

HPESG-1000A
Multimeter 
HP 34401A

Lock-In
Amplifier

SR830
Interline Transfer 

CCD Camera
Current

Pre-Amp
SR570

PLL: Phase 
Locked Loop

Gated
Integrator

SR250
Oscilloscope 

HP 54602
Multimeter 
HP 34401A Imaging

System
Controller

Delay
Generator
DG535 Ext Sync/Tngger SCAB

/Ready

FlG. 8.1. Equipment and instrumentation used to demonstrate and test the imaging
system/s functions

A lock-in amplifier (Stanford Research Systems (SRS) SR830), a gated integrator 

(SRS SR250), and a multimeter (Hewlett-Packard (HP) 34401 A) are used to acquire 

baseline data, for comparison with the data from the imaging system. The irradiance 

from an LED is detected with a photodiode (Thor-Labs DET110), amplified with 

a current pre-amplifier (SRS SR570), and then set to a combination of instruments 

for measurement. Although Figure 8.1 shows that different LEDs are used for the
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baseline measurements and the imaging system measurements, the same LED was 

used for both.

When performing measurements with the photodiode, a lens was used to focus 

the irradiance onto the photodiode element. An optical diffuser was used to make 

the LED irradiance more uniform for the imaging system. The uniform irradiance 

created by the diffuser made it possible to collect data across a larger area of pixels.

8.2.1 Light Source

An LED array was developed as the excitation source for testing the imaging 

system. The array consists of an 8x8 square matrix of LEDs. The LED array is 

energized with a dc voltage, a signal voltage, and a noise voltage, which are summed 

together. Figure 8.2 is a block diagram of the circuitry used in the LED array.

The dc input and the signal input are used to simulate a small modulated signal 

that is superimposed on a large steady state background (dc), similar to the probe 

beam irradiance introduced in Figure 1.3. A dc power supply (HP E3631A) was used 

to generate the dc input and a digital signal generator (HP ESG-1000A) was used 

to produce the modulated signal waveform. For the results given in this chapter, a 

50 ohm terminator was connected to the noise input to create a noise floor created 

with Johnson noise. Additional noise from, for example, an active noise generator 

was supplied.

The LEDs used in the array are blue-green emitters (Hewlett-Packard, HLMP- 

CE23-R0000) that have, based on the data sheet, a typical peak wavelength of 502nm 

and a spectral halfwidth of 35nm. The wavelength of light emitted by the LED array 

was scanned using a monochromater. The results of the scan are shown in Figure 8.3. 

The peak wavelength is very close to the wavelength given in the data sheet. At a
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FlG. 8.2. Block diagram of LED array

wavelength of 500nm, the imaging system has a quantum efficiency (QE) of about 

45%, which is obtained from the QE curve in Appendix C.

The LEDs begin to conduct when the dc voltage is 3V or greater, as shown in 

Figure 8.4. The dc voltage used during the tests shown in the following sections 

ranges from 3V to 6V.

8.3 On-chip Integration

The imaging system’s ability to integrate multiple exposures is demonstrated in 

this section. A single LED is imaged onto a 100x100 region of interest (ROI). The 

dc voltage applied to the LED is set at 3V, 4V, 5V, and 6V. At each voltage setting, 

the number of integrated exposures is increased until the imaging system saturates.

Figure 8.5 is a graph of the number of exposures that can be integrated when 

the exposure time is set to 10p,s. The maximum number of exposures that can be 

integrated is 4000, which is a limit that is set by the digital logic configured in the 

controller. The imaging system will not reach saturation when the exposure time is



253

4V dc Applied To LED Array

 !......

4 -

400 420 440 480  500 520 560460 540 580

Wavelength (nm)

FlG. 8.3. Wavelength scan of LED Array

set at 10/xs and the dc voltage applied to the LED is 3V.

It was determined, in Chapter 2, that the imaging system saturates at approxi­

mately 28,000 counts (DN). The count values plotted in Figures 8.5, 8.6, and 8.7 are 

mean values across the 100x100 ROI. The mean data in the figures only approaches 

16,000 counts (DN) because some pixels were near saturation and data collection was 

terminated.

Figures 8.6 and 8.7 are also graphs of the integrated exposures for exposure times 

of 100/28 and 500/28 respectively. Obviously, as shown in Figures 8.5, 8.6, and 8.7, 

the maximum number of exposures that can be integrated decreases as the irradi­

ance increases. In the same respect the number of exposures that can be integrated 

decreases as the duration of each exposure increases.

Independent of the exposure time, integrating exposures on the CCD chip is 

a fairly linear process. As shown in Figure 8.5, a 4V dc input to the LED and



254

250

1 LED
2 LEDs
3 LEDs

2 0 0 -

^  150-

50 -

60 2 3 4 5 81 7

Applied dc Voltage (V)

FlG. 8.4. Applied dc voltage vs. total LED current draw

an exposure time of lOyus produces about 14,000 counts (DN) at the output after 

integrating 2500 exposures. The output is determined by averaging over the 100x100 

ROI.

After increasing the exposure time by an order of magnitude to lOO/̂ s, the num­

ber of integrated exposures required to obtain the same output acquired by inte­

grating lOyits exposures should, correspondingly, decrease, by an order of magnitude. 

Figure 8.6 shows, in fact, for a dc voltage of 4V and an exposure duration of lOOyUs, 

the output reaches about 14,000 counts (DN) after integrating 250 exposures.

The same correlation is apparent in Figure 8.7 as well. Using an exposure time 

of 500/is requires, as expected, 50 integrated exposures to reach approximately 14,000 

counts (DN) at the output, when the dc voltage applied to the LED is 4V.

Using the 4V dc data from Figures 8.5, 8.6, and 8.7, the integration rate, in
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terms of digital counts per second, is determined and shown in Figure 8.8. Once the 

integrated value becomes larger than about 4000 counts, the mean integration rate 

becomes fairly constant. The same is true for LED dc supply voltages of 5V and 6V, 

which are not shown.

The mean integration rate, given in Figures 8.8, is shown to be higher when 

the exposure time is 10/is. This effect is probably caused by an emphasis in noise 

that occurs at very short exposure times. Charge, in the form of noise, from mask 

bleedthrough can add to the total charge at the output. The ratio of the charge 

collected during an exposure to noise charge is small when using a short exposure 

time. The mean integration rate, shown in Figure 8.8, does not account for noise 

and, therefore, increases as the exposure time decreases.
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FlG. 8.8. Input arrival rate when applying 4V dc to the LED array

8.4 Integration Threshold

The integration threshold (IT) feature is demonstrated in this section. The same 

100x100 ROI discussed in section 8.3 is used again to image a single LED. The dc 

voltage applied to the LED is held constant at 4V. Also, only a single exposure is 

taken and multiple exposures are not integrated.

The dead-hand, created with the IT feature, is controlled by the voltage applied 

to the read out gate (ROG) barrier during an exposure. The maximum voltage that 

can be applied to the ROG barrier is 12.75V. In the following analysis, the dead-hand 

threshold level is represented as a percentage of the maximum voltage that can be ’ 

applied. The dead-hand threshold is, therefore, created by applying less than 100% 

of the maximum voltage to the ROG barrier, and it is represented as this percentage.

Figure 8.9 shows the integrated output as the ROG barrier voltage is lowered
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from 75% to 18%. The expected output when the ROG voltage is set to 100% is 

shown on the abscissa and the actual output when the ROG voltage is less than 

100% is plotted along the ordinate.
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FlG. 8.9. Mean integration per read out gate (ROG) voltage setting

As expected, lowering the ROG voltage does in fact create a dead-hand in the 

integration process. The amount of charge accumulated per exposure must exceed 

the dead-hand threshold before it is integrated into the vertical register.

The integration threshold coefficient (p), which was defined in equation 6.13, is 

given in Figure 8.10 for various ROG settings. The threshold coefficient is plotted as 

a function of the average output when the ROG voltage were set to 100%.

Figure 8.10 shows that the integration threshold coefficient is not a constant, 

which would make it difficult to determine the actual modulation depth as given by 

equation 6.36. The integration threshold coefficient, p, is determined by dividing the
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actual output (with ROG set less than 100%) by the expected output when ROG is 

100%. As the average output with the ROG set to 100% increases, p levels off and 

approaches a steady state value. If integration is performed in a region in which p 

reaches a steady state value, it is possible, according to the data in Figure 8.10, to 

use the integration threshold to improve the SNR.
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Fig. 8.10. Integration threshold coefficient (p) determination

The dead-hand threshold does not appear to be a constant, however, at every 

pixel over the region of interest. Noise from pixel-to-pixel variations dramatically 

increases as the threshold is raised. Figures 8.11 and 8.12 show the noise power 

obtained when the dead-hand threshold is raised. Figure 8.11 shows ROG settings of 

100%, 75%, and 61%, and Figure 8.12 shows results for ROG settings of less than 50%. 

The photon noise limit is also incorporated-into Figures 8.11 and 8.12 for comparison.
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FlG. 8.11. Noise power per read out gate (ROG) voltage setting

When the ROG voltage is set below 61% of the maximum, the noise power (in 

dB referenced to counts) becomes quite large and appears to be signal dependent. It 

also appears that, when using the integration threshold, the noise power is dependent 

on the integrated input. At all the ROG settings, the noise power dropped back down 

to the photon noise limit when the integrated value reached about 87.5dB, which is 

about 23,700 counts (DN).

All of the images at each dead-hand threshold setting were processed with the 

flat-held correction file that was created for 100% ROG operation. The flat-field 

correction file may account for some of the anomalous results shown in Figures 8.11 

and 8.12. In some cases, the data is lower than the photon noise limit, which is 

suspected to be an over correction caused by the flat-field correction data file. Even 

though the flat-field correction factor data file was generated by averaging images 

taken at multiple steps over imaging system’s linear operating region, it may be the
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cause of the strange shape in the noise curves.
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FlG. 8.12. Noise power per read out gate (ROG) voltage setting

The pixel-to-pixel uniformity appears to be dependent on the ROG barrier volt­

age, which is a CCD trait that has also been documented by Janesick (1987). Based 

on equation 6.36, integration threshold nonuniformity across the array, which is the 

same as nonuniformity in p, would make it very difficult to determine the modulation 

depth at each pixel. It is, therefore, not advisable to use the integration threshold 

when determining modulation depth.

8.5 Modulation Depth

Based on the modeling results in Chapters 6 and 7, the gated integration mode, 

rather than the heterodyne detection mode, offers better performance expectations 

when attempting to determine modulation depth. In this section, the gated inte­

gration mode from Chapter 6, without the integration threshold, is used to measure
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the irradiance from a single LED and demonstrate the system’s ability to determine 

modulation depth.

8.5.1 Source Configuration

In order to set-up a test probe irradiance that contains a modulated information 

bearing signal, an LED is excited with the sum of a dc voltage and a modulated signal 

voltage, as shown in Figure 8.2. The irradiance from the LED is passed through a 

diffuser and then imaged onto a 100x100 pixel ROI in the CCD array, creating 10,000 

data points per frame.

The dc voltage applied to the LED ranges from 3V to 6V. A zero mean valued 

square wave is used as the modulating signal. The modulating signal amplitude 

ranges from ±20mV to ±lm V. Since the modulating signal has a zero mean value, it 

both adds to and subtracts from the dc voltage. The noise input is grounded through 

50 ohms.

8.5.2 Calibration Measurements

In order to measure the captured signal’s modulation depth with the imaging 

system, the modulation depth created with the LED needs to first be known. The 

modulation depth created with the LED cannot, however, be determined with the 

conventional technique used to determine the modulation depth in an actual probe 

beam from a PPAS experiment (Settersten, 1999). Instead, a method for calculating 

modulation depth from a combination of measurements with both a lock-in amplifier 

and a multimeter was developed.

Conventionally, in a PPAS experiment, only-the power in the fundamental har­

monic is measured with a lock-in amplifier to determine modulation depth (Settersten,
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1999). First, the pump beam is blocked and the noise floor (no signal present because 

pump is blocked) at the fundamental harmonic (which is phase and frequency locked 

to the modulated signal) is measured with a lock-in amplifier. This value is set at 

the 0% modulation depth point. The modulation is then impressed directly onto the 

probe beam (normally by inserting a mechanical chopper in the probe beam’s path) 

and the power at the fundamental harmonic component is again measured. This sec­

ond value is set as the 100% modulation depth point. A linear calibration equation 

is fitted between the 0% and the 100% modulation depth points. The experiment is 

then performed (modulation is impressed onto the pump beam) and the power at the 

fundamental harmonic component is measured. The linear calibration is then used 

to determine the actual modulation depth occurring in the experiment.

The conventional measurement technique, described in the previous paragraph, 

uses the fact that the steady state background is a constant value and the modula­

tion depth can be determined from changes in the fundamental harmonic component’s 

power. The 0% and 100% modulation depth points cannot, however, be measured 

with the test probe irradiance from the LED. Because the modulating signal, in the 

test irradiance, has a zero mean value, it lowers the dc voltage (steady state back­

ground) by the negative portion of the square wave modulation signal. The steady 

state background in the test irradiance, therefore, changes based on the magnitude 

of the modulating signal.

Since both the steady state background irradiance and the irradiance in the fun­

damental harmonic component change with changes in modulation signal magnitude, 

the modulation depth is determined from both components. As introduced in sec­

tion 1.3.1, the modulation depth is the ratio of the power in the modulated portion of 

the irradiance to the power in the steady state background irradiance. In order to ob­
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tain baseline data, an equation was developed to calculate the modulation depth from 

measurements of both the dc component and the fundamental harmonic component. 

The derivation and further explanation of this calculation is given in Appendix I.

To determine the actual modulation depth emitted by an LED, the irradiance 

from that LED was focused onto a photodiode and measured with both a multimeter 

(HP 34401A) and a lock-in amplifier (SRS SR830). The multimeter was used to 

measure the steady state background, or de irradiance, from the LED. The lock-in 

amplifier was referenced to the modulation signal and was used to measure the power 

in the fundamental harmonic component. The values from these measurements were 

then used to calculate the modulation depth using equation 1.26.

The calculated modulation depth from measurements at LED dc voltage settings 

from 3V to 6V and modulation voltages of ±20mV, ±10mV, and ±5mV are plotted 

in Figure 8.13. With these voltages applied to the LED, the modulation depth ranged 

from just over 0.1 to 2x10~3.

In order to verify the data obtained with the lock-in amplifier, multimeter, and 

calculation from Appendix I, measurements were also performed with a boxcar av­

erager (SRS SR250). The boxcar averager was used in a gated integration mode to 

integrate samples of only the steady state background (IoS from equation 1.1) and 

then to integrate samples of both the steady state background and the signal (Ion from 

equation 1.1). The values from the boxcar averager were then used in equation 1.1 

to determine the modulation depth. The results are also shown in Figure 8.13.

Based on the inclusion of the boxcar averager measurements in Figure 8.13, the 

modulation depth results determined with measurements from the lock-in amplifier 

and multimeter are more convincing. The lock-in amplifier and multimeter are, there­

fore, used to acquire baseline modulation depth data, with which the data from the
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imaging system is compared. Figure 8.14 shows the baseline modulation depth data, 

which ranges from about 0.1 to 2xl0~5.

8.5.3 Imaging System Results

The imaging system was then used, in the gated integration mode, to determine 

the modulation depth created by the same LED that was analyzed in Figure 8.14. 

The dc voltage applied to the LED ranged from 3V to 6V in IV increments. The 

modulated signal amplitude was set to 20mV, 5mV, 2mV, and ImV. The modula­

tion frequency was set to 1500Hz, which was the frequency at which the irradiance 

appeared, on a spectrum analyzer (HP 89410), to roll off to the noise floor. Each 

exposure was set to 125yns and, depending on the dc voltage, the number of integra­

tions was set such that the final integrated output was in the linear operating range
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FlG. 8.14. Modulation depth measurement with the combination of a lock-in
amplifier and a multimeter

around 20,000 counts (DN).

Multiple image sets per dc voltage setting and per modulation voltage setting 

were acquired with the imaging system. As described in Chapter 3, the integration 

of exposures is phase locked to the modulated signal. Using a delay generator (SRS 

DG535), that is phase locked to the digital function generator, either an image that 

contains signal (/on) can be acquired or an image that contains no signal (only steady 

state background, Ioff) can be acquired. The images that contain signal are considered 

in-phase images and the images that do not contain signal are considered anti-phase 

images. Changing the delay in the trigger, generated by the DG535, that initiates an 

exposure relative to the modulation signal, provides a means for selecting between 

in-phase and anti-phase images.

Once the in-phase image and the anti-phase image are acquired, the modulation 

depth is determined, on a pixel by pixel basis, using a two-dimensional form of equa­
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tion 1.1. Prior to calculating the modulation depth, multiple frames are also averaged 

together.

The modulation depth calculations from imaging system measurements are shown 

in Figures 8.15, 8.16, 8.17, and 8.18. Also included in the figures is the baseline mod­

ulation depth that was determined with the lock-in amplifier and multimeter, from 

Figure 8.14. The data in Figure 8.15 is based on a 20mV modulation signal. Fig­

ures 8.16, 8.17, and 8.18 are based on modulation signal voltages of 5mV, 2mV, and 

ImV respectively.

-#— Lock-in 
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FlG. 8.15. Modulation depth measurement with 20mV input signal modulation

The modulation depth data point shown for the imaging system measurements 

is the average value over the 100x100 pixel region of interest (ROI). The error bars 

indicate the range of modulation depth values that were calculated over the ROI. Error 

bars that do not extend below the mean indicate that negative values were present 

in the ROI, which are probably caused by 1 / /  noise or drifts in the dc voltage.
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The discrepancy between the baseline modulation depth data and the modulation 

depth determined with the imaging system becomes very large in Figure 8.18. The 

modulation depth error is larger than 100% for many data points in Figure 8.18.

Figure 8.18 only shows the results that were feasible. Some of the results, when 

using a ImV modulation signal, were returned as negative values. Modulation depth, 

as defined by equation 1.1, cannot be a negative value, thus, any negative results were 

discarded.

-#— Lock-in 
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3 4 5 6
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FlG. 8.18. Modulation depth measurement with ImV input signal modulation

Negative valued modulation depth results are probably due to drifts in the dc 

voltage (steady state background). While acquiring a set of anti-phase images, the 

dc voltage likely drifted higher, or when acquiring a set of in-phase images, the dc 

voltage likely drifted lower. This seems especially reasonable when averaging a set of 

100, 200, or 500 images, which takes quite a*long period of time and is more suseptible 

to dc drift (1 / /  noise).
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8.5.4 Detection Limit

Based on the data in Figures 8.17 and 8.18, the imaging system’s ability to de­

termine modulation depth appears to be limited to lxl0~3. As shown in Figure 8.14, 

a modulation depth of 10“5 was, however, obtainable with the lock-in amplifier. The 

modulation depth, whether determined with the imaging system or the lock-in ampli­

fier, is limited by the amount of signal power and noise power that manifests itself at 

the measurement system’s output. The amount of signal and noise power produced 

at the measurement system’s output is not only dependent on the system’s processing 

functions but is also dependent on the amount of signal and noise power introduced 

at the measurement system’s input.

The irradiance incident on one of the CCD’s pixels can be determined from the 

integration rate, shown in Figure 8.8, the imaging system’s gain, given in equation 6.9, 

and the ADC conversion gain, A2, which is not incorporated into the system gain. 

The integration rate, that was calculated in section 8.3 and is defined here as z/j, has 

units of counts or DN (digital number) per second. The ADC gain, A 2 , has units 

of DN per volt. The system gain, Gs, which is a function of the quantum efficiency 

(77), CCD output amplifier gain (Sv), and the transfer gain (Ai), has units of volts 

per photon. The arrival rate of photons per pixel, Ap, can, therefore, be calculated 

by multiplying the integration rate by the inverse of Ag and the inverse of Gs. The 

average, per pixel, arrival rate of photons is, therefore,

I S /  • _L J_
A2 Gs 

which in terms of units is,

A, (8.1)

"DN" Volts photons photons
sec DN volt sec
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The parameter values for the system gain are given in section 2.7. The ADC con­

version gain is 6.553DN/mV, the CCD output amplifier gain is SO.S^V/electron, and 

the transfer gain is 4.1V/V. Based on a 500nm wavelength, which is the approximately 

the peak shown in Figure 8.3, the quantum efficiency is about 45% (Appendix C). 

Using the values listed produces a system gain, Gs, of about 5.59x10“5.

The integration rate, shown in Figure 8.8, is the average rate of integration 

per pixel with the LED dc voltage set to 4V. The integration rate becomes fairly 

constant after integrating approximately 4000 counts (DN). Since the exposure time 

used to determine modulation depth was set at 125yus, the integration rate calculated 

at an exposure time of 100/xs, as shown in Figure 8.8, was considered in the following 

analysis. The average integration rate for LED dc voltage settings of 3V, 4V, 5V, 

and 6V, was calculated for integrations over 4000 counts (DN). These values were 

then multiplied by the inverse of the ADC gain and the system gain to determine the 

average arrival rate of photons, as given in equation 8.1.

The average input arrival is considered to be the average steady state back­

ground, Ip, incident on each pixel. The average input arrival rate can be converted 

to irradiance in watts by multiplying by the energy per photon (equation 5.6). Using 

500nm as the wavelength, the average arrival rate of photons, per pixel, is converted 

to the steady state background in watts by multiplying Xp with e. Table 8.1 lists the 

results, along with the corresponding standard deviation, from converting the average 

integration rate to the average steady state background irradiance per pixel.

The steady state background, Ip, given in Table 8.1, is the average irradiance 

incident on each pixel of the CCD. Since a 100x100 region of interest was used, the 

average irradiance over the entire array was approximately 10,000 times the values 

shown in Table 8.1. The average irradiance over the entire array is used as an estima-
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LED dc 
V

vi A.V] Ap ^  Ap Ip
(DN /  sec) (photons/sec) (watts)

3 1.24x105 7.23xl02 3.37xl05 1.97xl03 1.34xl0-13 7.85xl0-"6
4 5.49x10s 3.04x103 l.SOxlO6 8.31x103 5.95xl0-13 3.30x10-15
5 8.96x10s 5.87x103 2.45xl06 1.60x10" 9.72x10"13 6.37x10-15
6 1.15xl06 6.94x1 Ô3 S.lSxlO3 1.89x10" 1.25x10"12 7.52x10-15

Table 8.1. Calculation of photon arrival rate (Ap) and steady state background 
irradiance (/p) from the integration rate (i/j) on a per-pixel basis

tion to the irradiance that was focused onto the photodiode element, which was the 

transducer for the lock-in amplifier measurements. Under the same LED dc voltage 

conditions, the steady state background power incident on the photodiode is, there­

fore, assumed to be 10,000 times larger than the background power incident on a 

single CCD pixel.

In section 5.5.3 the expected signal power is compared to the photon noise limit 

for a range of steady state background powers. The comparison is shown graphically 

in Figure 5.5. The calculated steady state background power per pixel, given in 

Table 8.1, is incorporated into this comparison and is shown in Figure 8.19. Also 

shown in Figure 8.19 is the estimated steady state background power incident on the 

photodiode element.

Figure 8.19 shows that the experimental modulation depth detection limit quoted 

above is set by the source (LED) rather than by the imaging system. For the average 

steady state background power that was incident on a single pixel, the minimum 

expected signal that remains greater than the photon noise limit is about 10-3. The 

modulation depth data given in Figures 8.17 and 8.18 does, if fact, become noise 

limited around modulation depths of 10~3.

Figure 8.19 also shows that the lock-in amplifier measurement technique, which 

uses the photodiode, becomes photon noise limited at a modulation depth of about



Ex
pe

cte
d 

Pe
ak

 
Si

gn
al 

an
d 

Ph
oto

n 
No

ise
 

Po
we

r 
(W

at
ts)

273

1E-6

6V3V 6V3V
1E-8

IE-10

1E-12

I E- 14

1E-16

1E-18

I E- 20
IE-10 I E - 7 1 E-61 E - 14  1E- 13 IE- 12  1E-11 1E-9 1E-8

Steady State Background Power (Watts)

1 W Photon Noise Floor —O— 102 Mod Depth
—V-  10"4 Mod Depth —0 — 10*6 Mod Depth
--------CCD Pixel Photodiode

FlG. 8.19. Calculated steady state background irradiance for both a single pixel and 
the photodiode, compared to the expected peak signal value for modulation depths 
of 10-2, 10-4, and 10~6, and compared to the photon noise limit
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10-5. Figure 8.14 does show that a modulation depth close to 10~5 was calculated 

from measurements with the lock-in amplifier.

Based on Figure 8.19, the LED array does not provide adequate irradiance for 

testing the imaging system on modulation depths below 10~3. The data in Fig­

ures 8.15, 8.16, 8.17, and 8.18 indicates that the minimum detectable modulation 

depth is photon noise limited. Based on the mathematical models, which are shown 

graphically in Figures 5.5 and 6.14, the imaging system should be capable of resolv­

ing a modulation depth of at least 10~4, if an adequate irradiance source (one that 

supplies at least 1CT10 watts per pixel) is utilized.

8.6 Alternate Applications

Besides the ability to measure modulation depth, the imaging system may be 

applied in other arenas. For example, the gated integration mode could be used in 

industrial applications for object recognition. The other detection mode, heterodyne 

detection, may prove useful in imaging applications that require phase information.

8.6.1 Object Recognition

Fringe analysis is an optical technique that can be used for object measurement 

and object recognition in industrial applications (Arai et al, 1996a). In order to show 

the systems ability to extract a fringe pattern from an object, a simple experiment 

was performed using the gated integration mode.

A simple interference pattern (fringe pattern), setup by the constructive and 

destructive interference from two coherent beams, was focused onto an integrated 

circuit package, as illustrated in Figure 8.20 (Fisher et al, 1999). One of the beams 

is a steady state beam and the other is modulated with a mechanical chopper. The
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gated integration is, again, phase locked to the modulated beam.

Steady State Beam

Lens

Beam Splitter g
m ^  Modulated 
_ ̂  Beam Object

a.1

Mirror Im aging Syste: 
C CD HeadChopper

HeNe Laser

FlG. 8.20. Experimental configuration for fringe analysis

An image with modulation and an image without modulation is acquired by the 

system. The interference pattern, or fringe pattern, is obtained by differencing the two 

images. The resulting fringe pattern is shown in Figure 8.21. Since interference exists 

only in the area where both beams exist, which is in this case on the integrated circuit 

package, the fringe pattern emphasizes the shape of the object. The background, 

which does not contain a fringe pattern, becomes a fairly constant value.

The gated integration mode, therefore, may also find application in fringe analy­

sis methods. These methods may prove useful in two-dimensional object recognition 

and measurement systems. The initial result indicates that further investigation into 

the use of the imaging system gated integration mode may prove valuable.
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FlG. 8.21. Fringe analysis example

8.6.2 Heterodyne Detection

The heterodyne detection process, described in Chapter 7, did not appear to 

be applicable to modulation depth measurements in PPAS. It may, however, prove 

useful to other applications. Unlike the gated integration mode, the heterodyne detec­

tion mode retains phase information. The ability to resolve phase data is necessary 

in range finding instruments, such as LIDAR. Phase information can also enhance 

diagnostics such as pressure sensitive paint measurements.

The irradiance from an LED is, in this case, set as the combination of a small 

background (a dc voltage of 3V to surpass the LED’s break down voltage, Figure 8.4) 

and a relatively large modulated signal. The imaging system is, again, phase locked to 

the modulated signal. The sampling process performed on the CCD chip is, however,
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set at a slightly different frequency than the frequency of the modulated signal. The 

difference in frequency is the intermediate frequency, which is explained in Chapter 7.

In order to acquire data at a rate faster than the intermediate frequency, the 

number of pixels that can be incorporated into the region of interest (ROI) is quite 

small. A single row of 100 pixels is set as the ROI to achieve a frame rate of about 

30Hz.

Figure 8.22 shows the output from the imaging system in the heterodyne detec­

tion mode. In this example, the modulated signal’s frequency is set to 4kHz. The 

sampling performed on the CCD chip is set to 3998Hz, which sets the intermediate 

frequency to 2Hz. The output of 100 frames, each a row of 100 pixels, is shown in 

Figure 8.22.
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FlG. 8.22. Heterodyne detection output with difference between sampling frequency
and modulation frequency set to 2Hz

The power spectral density of the data in Figure 8.22 is determined and shown
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in Figure 8.23. The output from the imaging system is, in fact, at the intermediate 

frequency of 2Hz. Also present in Figure 8.23 are harmonics of the intermediate 

frequency. These harmonics probably appear because the sampling performed by the 

imaging system is not purely sinusoidal. Sampling performed by the imaging system 

was defined in equations 6.1 and 6.2 as a natural sampling function that has frequency 

components that are harmonics of the sampling frequency.
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FlG. 8.23. Power spectrum of the 2Hz IF example from Figure 8.22

The primary advantage of the heterodyne detection process, as shown in Fig­

ure 8.22, is that the phase information is retained. If for example, multiple signals 

were present, rather than a single modulated signal, the phase relative to other signal 

could be determined. This type of information could prove valuable to 3-D depth 

imaging and harsh environment imaging applications.
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Chapter 9 

DISCUSSION AN D  OBSERVATIONS

9.1 System  Performance

The imaging system performs well, given the fact that the focal plane processing 

has been incorporated into a commercially available system, not specifically designed 

for focal plane processing. A demonstration has shown that a modulation depth of 

10~3 can be resolved with the imaging: system and mathematical modeling suggests 

that 10~4 is obtainable.

The processing functions incorporated into the imaging system are by no means 

optimized in terms of the signal-processing functions most suitable for extracting 

modulation depth (Fowler, 2000). In order for an imaging system to accurately 

resolve modulation depths lower than 10-4, sophisticated processing circuitry must 

be incorporated at the focal plane.

The level of processing implemented in the interline transfer CCD, which is lim­

ited by the architecture itself, was sufficient enough to extract a weakly modulated 

image from a large background and determine modulation depth. Sophisticated pro­

cessing implemented in an imaging system specifically designed to resolve modulation 

depth should be able to perform better and achieve a higher SNR than that achieved 

with the imaging system in this work. An imaging system specifically designed to 

remove the steady state background and synchronously extract the information bear­

ing signal could extend two-dimensional modulation depth measurements to at least
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10-5.

9.2 Industrial Collaboration

Collaboration with Roper Scientific, Inc., (Princeton Instruments) provided sig­

nificant momentum for this investigation. The opportunity to obtain a scientific 

imaging system, gather an understanding of its design, and the ability to modify the 

design has proved to be invaluable. Both the hardware resources and intellectual 

property provided by Roper Scientific, Inc., have greatly enhanced this project.

Results from this investigation and joint efforts with Roper Scientific, Inc., have 

led to the development of other imaging systems. An imaging system, based on the 

same CCD architecture, that captures two full frame images separated by a short 

temporal delay has been developed. This imaging system has been demonstrated at 

university laboratories and is now available as a commercial system. This commercial 

system is currently being applied to pressure sensitive paint research at the Colorado 

School of Mines.

Not only has this work directly influenced the development of a commercially 

available device, but the results have also influenced the design of a new active pixel 

device. Collaboration with a semiconductor design house has been initiated and a 

CMOS active pixel sensor has been designed specifically for extracting weakly mod­

ulated images from a large background irradiance. As of this writing, the prototype 

device is in production.

9.3 Project Breadth

In order to complete this investigation, selected fundamentals from a variety 

of technological disciplines were incorporated. Interdisciplinary topics required in­
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vestigation in order to obtain an understanding of the imaging system’s role as the 

transducer in a diagnostic system. In order to develop this understanding, breadth 

in technological fundamentals was required. A fundamental understanding of

• analog circuitry design and hardware development,

• digital logic design and hardware implementation,

• communications and linear systems analysis fundamentals,

• optics fundamentals,

• semiconductor technology specific to CCDs and CMOS active pixel sensors,

• fundamentals of laser diagnostics and spectroscopy,

• image processing techniques,

• statistical and probabilistic systems analysis, and

• measurement and instrumentation technology,

was incorporated at multiple stages of this investigation.

A particular important result is the fact that much of the analysis performed 

in this work is actually not specific to pump-probe absorption spectroscopy or the 

interline transfer imaging system. The models were formulated to conform to their 

parameters and follow their attributes and functions. Nothing about the framework 

of the analysis is, however, specific to laser diagnostics or imaging.

This work, therefore, contains a solid analytical treatment and a collection of 

pragmatic tools that can be used to analyze technical systems. This tool-set not 

only includes the mathematical fundamentals from linear systems theory but also 

methodologies aimed at understanding the parts of a technical device or process as 

sub-systems.
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Chapter 10 

CONCLUSIONS 

10.1 General Summary

An imaging system that extracts a weakly modulated image that is superimposed 

on a large background and is embedded in noise has been developed and investigated. 

In order to complete this task, application specific functions, that operate at the 

focal plane, have been incorporated into an imaging system. The functionality of the 

imaging system has been modeled. A separate model of the input irradiance was also 

developed and was used in the analysis of the imaging system.

After the system was modeled, the application specific functions were then 

demonstrated. This demonstration showed that the proposed integration threshold 

is not generally viable as a mechanism for improving the signal-to-noise ratio (SNR) 

beyond the SNR obtained without the integration threshold. The system was shown, 

however, to have the capability to extract a weakly modulated image from a large 

background irradiance. Based on the imaging system’s ability and the demonstration 

of its processes, other applications have also become apparent.

10.2 Contributions of this Work

The result of this work contributes to not only the field of detection for laser 

diagnostics but also to a selection of other imaging applications. Primarily, the appli­

cation specific CCD functions, the related mathematical models, and the mathemati-
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cal model of the input irradiance can prove useful to two-dimensional laser diagnostic 

investigations and to the design of new detection systems for these diagnostic inves­

tigations. The contributions are further outlined in the following sections.

10.2.1 Two-Dimensional Gated Integration with a CCD

A commercial interline transfer CCD is used as a two-dimensional gated inte­

grator. Synchronizing the CCD’s exposure mechanism with a signal’s frequency and 

phase produces a imaging system that can be operated as a gated integrator. In the 

gated integrator mode the input irradiance is either integrated or rejected at the focal 

plane.

10.2.2 Integration Threshold Implementation and Investigation

An integration threshold feature is implemented and investigated in the interline 

transfer CCD architecture. A potential barrier between the CCD’s sensor and storage 

well is used to create a dead-hand threshold, which accumulated charge in the sensor 

must surpass before it is integrated in a storage well. The process is similar to anti­

blooming, which is implemented with another potential barrier and the substrate 

potential well.

The results show that an integration threshold can be implemented in a com­

mercially available interline transfer CCD, even though it is not designed for such 

an application. The integration threshold does, in fact, introduce a dead-hand that 

reduces the amount of charge integrated per exposure, thus, eliminating some of the 

steady state background. As a result, a greater number of exposures can be integrated 

prior to reaching saturation.

The integration threshold feature is, however, not recommended as a process for
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increasing the signal-to-noise ratio (SNR). As the threshold barrier is increased, the 

pixel-to-pixel spatial noise increases dramatically. The amount of irradiance reduc­

tion, indicated by the integration threshold coefficient, also varies across the array 

and is signal dependent. The integration threshold is, therefore, not suitable for pre­

cise measurements, such as modulation depth, that require the threshold coefficient 

be known.

Because it was possible to introduce a dead-band into a device not specifically 

designed for such a feature, the integration threshold could be more attractive if it 

is considered in the design stage of a new device. The integration threshold could 

perform quite well if it were designed into the architecture of an applications specific 

device. Incorporating CMOS APS technology would provide enhanced focal plane 

processing capability that could be used to refine the integration threshold feature.

10.2.3 Heterodyne Detection with a CCD

The interline transfer CCD can also be operated as a heterodyne detector. The 

CCD’s exposure mechanism is again synchronized to a signal’s phase. The frequency 

of exposures is, however, different than the frequency of the signal. Using this type 

of detection method transfers the signal to an intermediate frequency, that can be set 

below the imaging system’s frame rate.

Operating the imaging system in this mode produces a set of frames that contain 

both the signal’s frequency and the signal’s phase information. The phase information 

can then be used, as another parameter, in measuring a characteristic in the object 

plane.
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10.2.4 Input Irradiance Model Development

The input irradiance, used in analyzing the imaging system, is modeled as the 

linear sum of probe beam components. Defining the input irradiance as the sum of 

individual spectra provides both flexibility and convenience in analyzing the imaging 

system. With these definitions, it is possible to investigate the spectral composition 

of each component before it enters a detection system and after it has been processed 

by a detection system. The definition of the input irradiance developed in this work is 

general, flexible, and can easily be used in the design and analysis of other detection 

systems.

10.2.5 Imaging System Model Development

Mathematical models of the imaging system are presented and analyzed. The 

foundation for the models is built from communications and linear systems theory. 

The model development practice and analysis procedure provides insight to the de­

tection process at a systems level. The detection parameters are investigated and 

specified to improve performance.

A laser diagnostic and an imaging system are modeled and analyzed with linear 

mathematical models, which are founded on fundamental communications theories. 

These models and this analysis shows its flexible nature, effectiveness, and benefits 

obtained from investigating a technical system with this approach. The system’s 

parameters can be analyzed individually and prescribed to improve performance. 

Since the approach has been beneficial to the analysis of the combination of a laser 

diagnostic and an imaging system, it can also be useful to many other, unrelated 

technical systems.
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10.2.6 Diagnostic Imaging Performance Prediction

The imaging system’s performance is defined in the context of modulation depth 

measurement for pump-probe absorption spectroscopy diagnostics. Using the gated 

integration mode, the imaging system can extract a weakly modulated image from 

both a large background irradiance and noise. The ratio of the magnitude of the 

modulated image to the magnitude of the background irradiance is defined as the 

modulation depth. Modulation depth of 10-4 or less can be used in spectroscopic 

calculations to determine species number density.

It is shown, that the imaging system can extract modulated images and that a 

modulation depth of 10~3 can be obtained. The measurements were limited by the 

irradiance source used for calibration and testing. Had the irradiance been adequate, 

models of the irradiance and imaging system indicate that a modulation depth of 

10~4 can be resolved.

Since the imaging system has been shown to have the ability to extract a modula­

tion depth of 10~3, it can also be utilized in other applications that have less stringent 

measurement requirements. Interference patterns can be resolved with the imaging 

system operated in the gated integration mode. Such measurements can be used for 

object recognition.

10.3 Limitations of this Work

The noise analysis of the input irradiance did not include spatial noise. The 

irradiance source was not entirely adequate. The imaging system was not applied 

directly to the laser diagnostic analyzed and post-processing the images to enhance 

signal extraction was not investigated further. Recommendations to continue this 

investigation and expand on the findings are outlined in the following sections.
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10.3.1 Spatial Noise Considerations

Spatial noise, which is a random fluctuation in irradiance across the profile of the 

probe beam, was not considered as a source of noise in the analysis. It was assumed 

that each pixel across the imaging array was incident with the same irradiance. The 

model of the input irradiance, and the imaging system model, should be extended to 

include the effects of stochastic spatial variations. This extension would enhance the 

models and provide an investigation that is closer to the system’s actual performance.

Along these lines, an analysis of spatial noise may lead to the implementation of 

other signal-processing techniques, possibly including spatial filters. Image processing 

algorithms could be incorporated that account for low frequency spatial variations 

and, essentially, register respective images for calculations. Some type of spatial 

modulation may also be attractive. Spatially modulating the signal, in addition to 

the temporal modulation, may move the signal to a spatial frequency that is not 

affected by random low frequency spatial drifts.

10.3.2 Irradiance Source

The irradiance test source did not produce adequate irradiance for resolving a 

modulation depth lower than 10-3. The input irradiance was photon limited around 

this range. The imaging system could, therefore, only perform to the photon noise 

limit.

Another irradiance source needs to be developed that both produces adequate ir­

radiance (to allow calibration and measurement at or below 10-5) and is configurable. 

The source must have outputs (electronic) that can be used for synchronization and 

the irradiance that is produced must be controllable.
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10.3.3 Diagnostic Application

The imaging system was applied to a pump-probe absorption spectroscopy ex­

periment. Conclusions were, however, unattainable from the images acquired during 

the experiment. Since the characteristics of the imaging system were at the time un­

known, an apparatus that could be configured, accurately controlled, and repeated, 

was needed to characterize the imaging system. Since the imaging system is now 

characterized, it should now be applied to an actual diagnostic.

10.3.4 Signal Enhancement with Image Processing Algorithms

Image processing algorithms, performed in software after obtaining images, were 

not extensively considered as a method to further enhance the final image data. Image 

processing should be considered as an important tool that can be used to enhance 

the image data and improve the overall system’s ability to resolve modulation depth.

10.4 Suggestions For Future Work

Besides the suggestions included in the previous section, an extension of the in­

terline transfer architecture is suggested for further investigations. An interline frame 

transfer CCD, which is an architecture that is a combination of the interline transfer 

and frame transfer architectures may provide more flexibility. In the normal interline 

transfer CCD, integration, both in the gated integration mode and the heterodyne 

detection mode, cannot commence until the previous image is completely read from 

the array. A combination of. interline transfer and frame transfer architectures could 

be used to quickly transfer the image to a mask area, where it would then be read 

from the array, while integration of the next consecutive image has been initiated.
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10.5 Conclusion

An imaging system that uses an interline transfer CCD as the transducer can 

operate in both a gated integration mode and a heterodyne detection mode. These 

functional modes are accomplished by synchronizing focal plane mechanisms with 

the input signal’s frequency and phase. An integration threshold can also be incorpo­

rated into an interline transfer CCD, however, the noise from such an implementation 

precludes its effectiveness. In a test application, the imaging system can measure a 

modulation depth of 10~3. Based on the modeling and analysis performed, lower 

modulation depths may be obtainable with the imaging system.

The modeling approach used in this work is flexible and effective. Based on the 

analysis performed in this investigation, it is apparent that many other and unrelated 

technical systems can also benefit from the underlying framework of analysis in this 

thesis.
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A PPEN D IX  A

Cooled CCD Cameras
based on the.Sony 1300 % 1030 Interline CCD

MicroMAX-1300Y

These cam eras a re  ideal for high reso ­
lution fluorescence microscopy applica­
tions requiring high blue-green sensitiv­
ity, bu t not requiring high fram e ra tes.

These cam eras are recom m ended for 
GFP imaging, FISH and  general fluores­
cence imaging.
The key features include:

High QE in th e  blue-green 

Smallest pixel: 6 .7  pm.
1.3 million pixels 
Electronic shuttering 
Program m able readou t capabilities 
(subregion, binning)

100%  duty cycle 
Fast focus video signal

100
90
80

as

 Interline CCD

E
|  40
|  30
cr

20
10

200 300 400 ’ 500 600 700 800 900 1000 1100
Wavelength, nm

CCD Array
Sony ICX061

CCD Format
1300 x 1030: 8.71 X 6 .90  mm overall; 
6.7 x 6 .7 pm  pixels center-to-center

Full Well Capacity
20.000 electrons typical;
40.000 with 2 x 2  binning

Readout Noise
6-9 electrons a t 1 MHz

Spectral Range
300-800 nm

Dynamic Range
11-12 bits

Response Nonlinearity
<1%

Blemish Specifications
G rade 0, no point, cluster, or colum n 
defects. These specifications are  based  
exclusively on th e  m a n u fa c tu re r 's  
cosm etic blemish definitions.

Operating Temperature
-10 C  for RTE/CCD with TE cooling

Readout Rates (frames per second)

Region

Thermostating Precision
±0.040 C over entire te m p e ra tu re  range

Typical Dark Charge
0.05 electrons/pixel-second a t -10 C

Scan Rate
1 MHz

1300x1030 4 0 0 x400 200x200 100x100

1x1 0.7 2.6 5.4 9

2x2 1.9 5.4 9 14

3x3 3.2 7.5 12 17

4x4 4.3 9 14 19

QE values p resented  above are average for th e  en tire  pixel area, including th e  effect o f  m icrolenses with nearly collim ated light (as 
ou tpu t from  a microscope). Effective QE may decline slightly in low f/# systems.

Lumogen coating is not recom m ended on this CCD.

A lthough no mechanical shutter is required on  th is cam era, a m echanical shu tte r is available either m ounted  on th e  cam era  or for 
the  use elsew here in th e  optical p a th  for special opera ting  m odes.

Princeton Instrum ents
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A PPEN D IX  B

BURIED-CHANNEL CCD CONCEPT  

B .l Charge Collection in a Semiconductor

The Poisson equation, which relates electrostatic potential and charge density in

electricity and magnetism, is often used as a starting point when analyzing semicon­

ductor devices and obtaining quantitative solutions to the electrostatic variables (Pier­

ret, 1996). The three dimensional Poisson relationship is

v 24> = ^  (B.l)

where 0 is the electrostatic potential, p is charge density, and % is a dielectric con­

stant. Simplifying the equation to a single dimension and applying it specifically to 

a semiconductor material gives

ü  = 3  (B -2)

where x is the semiconductor material depth, p is the charge density in the material, 

ks is the dielectric constant for the semiconductor material, and e0 is the permittivity 

of free space.
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Knowing that the electric field, in three dimensions, is

E  =  - W  (B.3)

which in a single dimension is

£ .  - § £  (EU)

allows us to find the electric field across a semiconductor by integrating the charge 

density as a function of distance (Dereniak & Crowe, 1984).

E(x) = j  - ? - d x  (B.5)
J Kseo

Finally, the potential distribution along the depth of the semiconductor material can 

be found by integrating the electric field with respect to the depth x.

<j>{x) =  J  E(x) dx (B.6)

The P-type region, as shown in figure B .l(6), is completely depleted of holes by 

holding it at the negative potential (f)c. The charge density, p(x), in the P-type region 

from x =  0 to x = is, thus, a uniform function of the acceptor doping,

p(x) = — qNa 0 < x < xp (B.7)

where q is the charge on an electron (q = 1.602 x ID-19 C) and N a is the total number 

of doped acceptor atoms. The charge density in the N-type region from x = xp to
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x = xp + Xd also has a uniform distribution with respect to the doping,

p(z) =  gTVd < ^ < Tp (B.8)

where Nd is the total number of doped donor atoms.

The distance Xd is the depletion depth and is determined by both the doping 

density and the charge, Qg, at the gate. The integrated charge across the entire 

structure must be neutral (Dereniak & Crowe, 1984). Therefore, the charge on the 

gate determines xd by

Qg = qNaxv — qNdXd (B.9)

which can be rewritten as

~N~d
a , = - I - —2-. (B.10)

From equation B.5, we find the electric held across the structure, as shown in 

figure B.l(c), by integrating the charge distribution, p(x), along the depth of the 

material. From x = x 0 to x = 0, the electric held is

E(x) = f  dx = — f  Qg.ô(x + x 0)d x  (B .ll)
J K'ÔO ^0^0 J

which integrates to a step function and shows that the electric held in the silicon

dioxide, S i0 2 , region is a constant.

Ei(x) =  -0?- — x0 < x < 0 (B.12)
K/Q̂-O
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Metal

P-type N-typeSiO;

-eN

F ig . B.l. Buried-Channel CCD Illustration: (a) semiconductor structure, (b) 
charge density profile, (c) electric field profile, (d) potential profile.
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The constant k,0) in equation B.12, is the dielectic constant for Si02- 

The electric field from x =  0 to x = is a function of x given by,

E(x) = [  - ? - d x  = —  f  -q N a dx (B.13)
J ^seo J

which, after including the initial condition at æ =  0 from the charge Qg) integrates to 

a linear function of depth.

_  Qg -  qNax
E 2(x ) =  2 * -------2 - 2 -  0 <  x  < Xp (B.14)

The dielectric constant for silicon, Si, is now used since we are integrating the charge 

density in the P-type region.

The electric field from x = xp to x = xp Xd is also a function of x given by,

E(x) = —  qNd dx (B.15)
Kse0 J

which, after including the condition at xv, becomes

% (z) = Q' -  qK X  +  M * - * * )  X p < x < x p + Xd. (B.16)

After finding the electric field profile, the potential profile can be found by in­

tegrating the electric field with respect to the semiconductor depth, as shown in 

equation B.6. The integrated potential must also be neutral, thus, we must have

/ xp+xd
E(z) (B.17)

■X0

which says we must use the negative of the integrated electric field to find the potential
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profile as a function of depth.

From x  = —x 0 t ox  = 0, the potential in the SiOg layer, as shown in figure 

is found by integrating the electric field, defined in equation B.12, over the oxide layer.

</>(x) = —— f  Q g dx (B.18)
J - x 0

Since the initial condition for the gate potential a,t x = —x 0 is Vg,we find

M x )  =  vs -  x°ï - X o < x < 0 .  (B.19)K,q€o

The potential profile in the P-type and N-type material varies quadratically with 

respect to the depth as shown in figure B.l(d). Integrating equation B.14, which is 

the electric field in the P-type region from x = 0 to x = xp,

-1
Qg ~ qNax dx (B.20)

'5 c O JO

and incorporating the initial conditions from evaluating equation B.19 at x =  0,

0(0) — — <̂9—° x = 0
/v060

(B.21)

results in the following:

02 (^) Vg -
Q qX q 1

Q g X 2 qNaX' 0 < x < x7 (B.22)

In the remaining part of the structure, x > xp, the potential profile is again found by
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integrating final electric field section.

_1  rxp+x
= -----  /  Qg -  qNax  + qNd(x -  xp)

J X r ,

dx (B.23)

Evaluating the integral gives us

1
Qgx -  qNaxxp + ^qNax 2 +  \q N dx 2

Ks60 I At Z* •

(B.24)

and since.

^  ^  (B.25)
2/C560 LKs(Lq

the potential for x > xv evaluates to

^ { x )  — Vg — ---  Qg ~  qNaxxp +  —qNax 2 +  —qNd(x — xp)2 . (B.26)
l^o^-o K's '̂O Zj A ■
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APPENDIX C

SONY ICX085 CCD QUANTUM  EFFICIENCY CURVE
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APPENDIX D

PHOTON TRANSFER TECHNIQUE

D .l  Photon Transfer Technique

The photon transfer technique is a tool for evaluating a CCD’s performance in 

absolute units (Janesick et al, 1985; Janesick et ai, 1987). This technique provides 

a way to measure the CCD’s output sensitivity, Sv, in volts per electron (V/e~).

For an ideal CCD detector system that is illuminated with a diffuse, uniform light 

source, the average signal value, S(DN) (in digital number, DN, units) over all the 

affected pixels is found with the system’s signal value transfer function. Graphically 

this transfer chain is illustrated in figure D.l.

^(D A ) = (D.l)

Electrons Collected Volts w Volts w DN
Incident Photons Electron Volt Volt

S(DN)

FlG. D.l. CCD signal conversion factor representation
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In equation D.l, P  is the mean number of incident photons per pixel, QEi is the 

interacting quantum efficiency, is the ideal quantum yield, Sv is the CCD’s output 

sensitivity, Ai is the cameras electronic gain, and A2 is the analog-to-digital converter 

(ADC) gain.

Two factors are defined for converting the output signal, S(D N ), into funda­

mental physical units of either signal electrons or interacting photons.

*  =  ( D '2)

K  = ■ g  ^  ^  (int er acting phot ons /  DN) (D.3)

For wavelengths above 300nm, only one electron-hole pair are generated per pho­

ton (Janesick et ai, 1985). Therefore, in the diagnostic imaging system, the quantum 

yield, ?%, is unity, which means that there is only one signal electron generated for 

each interacting photon. In this case the conversion factors K  and J  are equal.

Incorporating only the number of interacting photons, Pj, which is the number 

of incident photons, P, times the interacting quantum efficiency, Q P/, gives a new

equation for S{DN)  in terms of interacting photons, or signal electrons.

P(PW) =  Pr.Pv.A1.A2 (D.4)

Equation D.4 can also be written in terms of the conversion factor K.

S(DN)  =  J (D.5)
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A PPENDIX E

NATURAL SAMPLING FUNCTIO N

E .l Natural Sampling Function Model

As the optical waveform, pr (£), enters the detector, it is first sampled by the 

natural sampling function q(t). The function q(t) is a periodic train of rectangular 

sampling windows. The sampling rate is f s and the width of each sampling window 

is defined as rs.

0 2 IA A
IITà" 1 2 IA A

o II2

VVI

A time domain illustration for q(t) is shown in Figure E.l. The natural sampling 

function is very similar to the pulse train modulation function defined in section 5.8.1. 

The sampling function has an inherent dc offset in its mathematical description. Since 

the input to the natural sampler is always positive, the output from the sampler will 

always be positive and, therefore, contain a dc component.

Since the sampling function is periodic, the function can be written as Fourier
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FlG. E .l. Tim e domain illustration of the natural sampling function

series, which has the form,

g(t) E  %
n = —oo

(E .2)

The Fourier series coefficients, Qn, are found by integrating the function, multi­

plied by the complex conjugate, over the period of the waveform. Since it is a power 

waveform, it is also multiplied by the inverse of the period.

1

T<
(E .3)

S J-Ts/2

The integral from equation E.3 can be divided into the sum of three integrals with  

integration boundaries set by the time domain representation’s nonlinear changes in 

amplitude. Since the amplitude changes from zero to  c at ± t s / 2 , equation E.3 can 

be written as,

Qn =
1 r - T s / 2  1 f T s f t

/  0  • e- i2wf‘nt dt + —  c • dt
J — T s f 2 s J —t s / 2

+

1  p / 2

- T , / 2

'T, / 2

T<
0  . dt. (E.4)

s Jts/2
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The sampling function q(t) is zero in both the range —Ts/ 2  to —t 3/ 2  and the range 

t s/ 2  to Ts/2 , thus, the Fourier coefficient integrals in these two ranges evaluate to 

zero. The Fourier coefficients for q(t) can be found by integrating only over the time 

range from — rs / 2  to rs/ 2 .

i rr*/2
Qn = 7F  C • dt

J-S  V - T s / 2
(B.5)

Performing the integration above results in equation E .6 , which can be rearranged 

into equation E.7.

Qn

Qn n f snTs

-J27r/Sn(^-) _  ej27rfsn(Z£-) 

;i27r/sn(^-) _  e -j27r/sn (^ )

(E .6 )

(E.7)

Using an Euler identity, the portion of equation E.7 that is in brackets is equal 

to sin(7 T/snrs). The Fourier coefficients can, therefore, be written as,

Qn — crs
T„

sm(n f sn r s)
(E.8 )

A final simplification can be made by incorporating the definition for a sampling 

function.

cr,
Qn =  — Sa(7r/g72Tg)

Sa(x)

Tt
where the sampling function is defined as 

sin(%)
x

(E.9)

(E.10)

Once the Fourier series coefficients are determined, a periodic waveform can be
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represented by the exponential Fourier series in the tim e domain as equation E . l l  

and in the frequency domain as equation E.12.

OO
q{t) = Y ,  Q n ^ hnt  (E .l l)

n — —co 
oo

Q ( f )  =  E  Q n 6 ( J - n f . )  (E .1 2 )
n — —oo

Using the Fourier coefficients, Qn, and setting the amplitude, c, to one, the 

natural sampling function is represented in tim e with equation E.13 and is represented 

in frequency with equation E.14.

OO
T<

q(t) =  s f  E  Sa(7 r/snTs) ^ ^ " f (E.13)T, n — —oo

Q ( f )  =  ^  E  Sa( 7 r /snTs)5 ( /  -  n f s) (E.14)
5 n = —oo

The two equations above can be written in a shorter form by defining a variable 

to represent the duty cycle. The duty cycle is the ratio of the sampling pulse width,

t s , to the sampling period, Ts . If the sampling function’s duty cycle is defined as ipSJ

then ts/ T s and f srs, in equations E.13 and E.14, can be replaced with î/js .

oo
q(t) = ips Y  Sa.(nmps)ej2,rf-nt (E.15)

n — —oo

oo

n — —oo
(E.16)
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The amplitude spectrum of a sampling function, which has unity amplitude in 

the tim e domain and a 50% duty cycle, is illustrated in Figure E.2. The harmonic 

coefficients exist at the dc component, the fundamental component, and at odd multi­

ples of the fundamental component. The sampling function’s spectral envelope is also 

shown in Figure E.2 to illustrate the zero magnitude components a t  even multiples 

of the fundamental harmonic component.

0.5

0.4

0.3

•o 0.2

|  0.1

- 0.1  -

- 0.2

Î :
xl

-IV

-10 -8 -6  -4  -2  0 2 4 6
Normalized Frequency

8 10

FlG. E.2. Spectral coefficients and spectral envelope of the natural sampling
function

The power spectrum is obtained by squaring the absolute value of natural sam­

pling function’s harmonic coefficients. Since the natural sampling function can be 

represented as the sum of discrete harmonic components, the squared magnitude of 

the discrete harmonic components is equivalent to its power spectral density function, 

\ Q ( f ) \ 2 (Taub & Schilling, 1986). The power spectral density of the natural sampling
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function is illustrated in Figure E.3.

n =  —oo n  =  —oo
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FlG. E.3. Natural sampling function: magnitude squared spectrum
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A PPENDIX F

INTEGRATE AND DUM P FILTER

F .l Integrate and Dump Filter Model

In order to find the parameters that describe the integrate and dump function, 

a qualitative discussion is first presented. An integrator sums all input signal values 

over a specified time with a time resolution dt. If, for example, a square pulse signal 

with an area of one enters the integrator, the integrator’s output will increase linearly 

until the output is unity. The output will remain the same until another signal enters 

the integrator, or the integrator is reset.

By reducing the width of the unit area pulse that enters the integrator to dt, 

the function’s impulse response is obtained. If the input, Xid{t), is equal to a delta 

function, <5(t), then, from convolution, the impulse response, hid(t), is received at the 

integrator’s output (Stremler, 1990).

/+oo
ZidMWt-T) dT (F.l)

■oo

2/w(Z) = W t) IF Zid(Z) = 6(Z) (F.2)

Since the area of a delta function is unity, the output of the integrator will also be 

unity. The output remains at unity until the integration period, T; is complete and
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the integrator is reset. A reset delta function at time r», that is negative and has a

magnitude equal to the input delta function, is required to force the output back to

the integrator’s initial state, which existed at time t  less than zero.

hid(t) =  f  S(t) -  6(t -  Ti) dt  (F.3)
Jo

Evaluating the integral of a delta function at £ =  0 and an opposite polarity delta 

function at i  =  7*, results in two unit step functions, one a time t  and the other at 

tim e t  — Ti. The difference between the two step functions produces the temporal rep­

resentation of the integrate and dump function, given in equation F.4 and illustrated 

in Figure F .l.

/%d(£) = [ % ( £ ) - (F.4)

FlG. F .l. Causal impulse response of the integrate and dump filter

Often, the time function shown in figure F .l is defined as H W ? which is a gate 

function. The function f ] ( e )  is defined in equation F.5, and it is used to define the
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integrate and dump filter’s impulse response in equation F . 6 .

t \  1 1  N  <  r  
T -  <F ' 5) 

0 |<| > i

hid(t) — ^ (F .6 )

Besides finding the impulse response for the integrate and dump filter, determin­

ing the frequency response, or transfer function, Hid( f ) ,  is also useful for analyzing the 

detection system. The transfer function of a filter is the Fourier transform of its im­

pulse response. In order to simplify the Fourier transform calculation of equation F .6 , 

the temporal impulse response, hid(t), is first tim e shifted by t ^ / 2 , in the (—t) direc­

tion. The shift in time creates a non-causal, even function that simplifies the Fourier 

series evaluation over the symmetric interval from —7 ^ / 2  to  -q/2 , and provides the 

real frequency spectrum components (Stremler, 1990).

mo = n (Mr^) (F-7)

FlG. F.2. Non-causal integrate and dump im pulse response
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It is also noted, in equation F .8 , that the Fourier transform of a time-shifted  

function is the Fourier transform of the unshifted function multiplied by a phase delay 

term. Incorporating the phase delay term after determining the Fourier transform of 

the non-causal impulse response, will incorporate the imaginary frequency spectrum  

components w ith the real spectrum components producing a total spectrum for the 

causal integrate and dump filter (Stremler, 1990).

(F.8)

The Fourier transform of a non-periodic function is calculated much the same way 

as the Fourier coefficients are, for a periodic function. The Fourier transform is found 

by assuming the non-periodic function is periodic and then taking the limit at the 

function’s period T  goes to infinity. As the fundamental period T  goes to infinity, the 

frequency step, which is the inverse of the period, 1 /T , becomes infinitely small, and 

the Fourier transform becomes a continuous frequency function. This is in contrast 

to a periodic signal’s spectrum, as shown in Figure E.2, which is the sum of spectral 

impulses at integer multiples of the fundamental frequency (Taub & Schilling, 1986).

Taking the limit as the period T  goes to infinity, we find the Fourier transform  

of a general tim e function f { t )  can be found as shown in equation F.9.

Since the integrate and dump filter’s impulse response, hid{t)> is zero for all 

t > | T i / 2 |,  the integral need only be evaluated over the interval from — t */2  to 7^ / 2 .

/oo . r n /2
h ( t ) e - ^ s t dt  =  /  dt  (F.10)

■ oo v — y 2
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Evaluating the integral and utilizing an Euler identity, produces the real components 

of the integrate and dump filter’s frequency response.

Hid(f) = n  ■ Sa(7r/T̂ ) (E.ll)

In order to simplify the procedure used to find the integrate and dump filter’s 

Fourier transform, the filter was first transferred into a non-causal function by time 

shifting hid(f )  in equation F.7. The Fourier transform for the causal integrate and 

dump filter must, therefore, include the tim e delay given in equation F . 8 .

H i d ( f )  =  n  ■ S a . i n f T j e - V ' l ï  (F.12)

The squared magnitude or power transfer function of the integrate and dump 

filter is determined by multiplying the Fourier transform complex conjugates pairs.

\Hid(f ) \2 =  | t f « ( / ) | |V i ( / ) |  (F.13)

Squaring complex conjugate pairs that are orthogonal functions produces a zero 

value for the cross-product term s. Also, the phase term from the product of positive 

and negative frequency terms evaluates to unity. Using the power transfer function 

will produce, at the filter’s output, information about the propagation of energy 

or power density and will not provide phase difference information. The integrate 

and dump filter’s power transfer function is given by equation F.14, and a graphical 

illustration is shown in Figure F.3.

flid (/) |2 =  h  ■ Sa(7r/ri)|2 (F.14)
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Integrate and Dump Filter 
Power Spectrum

Normalized Frequency

FlG. F.3. Integrate and dump filter power response

F.1.1 Noise Equivalent Bandwidth

The noise equivalent bandwidth (NEB) of the integrate and dump filter is also  

useful in determining the noise power obtain at the filter’s output based on an input 

noise power. The method for calculating the NEB of a real filter is discussed in 

section 4.7.3.

The NEB for the integrate and dump filter, defined as is

/o”  \H^ ( f  )\2 df T? r°° s i n 2 (7 r /T i)  1 / '”  s i n 2 (7 r /T i )

|tfid(0)|2 ~  t? J 0 '  « h f j 0 ( / ) 2

The integral is definite as shown by (Beyer, 1978),

d f  =  X  g )  . ( F . 1 6 )
s i n 2 ( æ / )

P
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The NEB for the integrate and dump filter is, therefore,

The noise equivalent filter, rather than the actual integrate and dump filter,

can be used to determine the noise power at the output of the integrate and dump 

filter. The noise equivalent filter for the integrate and dump filter is,

=  7? 1 1 ( 2 ^ )  =  T f P p N  (F.18)

or

\ H % ( f ) \ 2 =  T?  n  ( £ )  ’ ( F . 1 9 )

where fi is equal to 1 / tv
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A PPENDIX G

SAMPLE AND HOLD FILTER

G .l Sample and Hold Filter Model

In order to analyze the sample and hold filter, a flat-top sampler is first developed. 

A flat-top sampling function is initiated with an impulse sampler. During a flat-top 

sampling procedure, an input is first sampled with a unit impulse train. Equation G .l 

represents an arbitrary signal, f ( t )  that is sampled by an impulse train k( t ) .  After 

sampling f ( t )  with an impulse train, the result is an impulse train that has as its 

magnitudes, the magnitude of f ( t )  at the sampling period T f  (Couch, 1995).

oo

/M '& M  =  / M -  ^ 2  (G .i)
n = —oo

The frequency domain representation of the impulse train is also a series of 

impulses over all frequency, separated by the sampling frequency, / / ,  which has an 

inverse relationship with the sampling period, 1 / T f .  The magnitude of the frequency 

domain components are also scaled by the inverse of the sampling period. The Fourier 

transform pair for an impulse train is given in equation G.2.

oo _. oo

k(t)  = ^ 2  ô ( t -  n T f )  ^  ¥  J 2  S ( f -  n f f )  =  K ( f )  (G.2)
n— — oo f  n — — oo

The Fourier transform of the impulse train k(t)  is another impulse train with
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a frequency / /  =  1 /7 /  and it is scaled by the magnitude 1 /7 / .  Since the signal 

f { t )  is sampled in the tim e domain, it is convolved in the frequency domain. The 

spectrum of the impulse sampled function /  (£) is, therefore, the Fourier transform of 

f { t )  replicated in frequency at integer values of the sampling frequency, / /  (Couch, 

1995).

-, OO 1 oo

F ( f )  *  K { f )  =  F ( f )  * _  , S ( /  -  n f f )  =  -  F ( f -  n f f )  ( 0 . 3 )
f  n =  —oo f  n=  — o o

In order to generate a flat-top sample of the arbitrary function /(£ ), the impulse 

samples need to be stretched over time. This is accomplished by convolving the time 

domain impulse samples with a rectangular pulse, r(£), that has a width equal to the 

desired flat-top sample pulse width, rh, and an amplitude of one. Since the impulse 

samples are convolved w ith r(t), the amplitudes of the impulse samples are retained 

during the width of the rectangular pulse. The pulse width (r^) is, therefore, the time 

during which the output of the impulse sampling function is held constant.

A general flat-top sampling pulse for stretching the impulse samples over time is 

given in equation G.4, as r(t) .

rW = n (4r) (G-4)
The corresponding power spectrum of r(t)  is a continuous frequency function, defined 

as \ R ( f ) \ 2.

= |Tk-Sa(7r/Th)|2 (G.5)

In order to obtain the flat-top sampling function, f ( t )  • k( t )  is convolved with
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?'(£), in the tim e domain, which is the same as multiplying the frequency domain

representation. The power output of the flat-top sampler, \ Y ( / ) | 2, is found by multi-

If the flat-top pulse width, rh) is stretched out further in time, so it is the same 

length as the sampling period, T/, then the sample will be held at its sampled value 

until the next sample is taken. By extending rh to  T /, the harmonic components of 

the sampled input, at integer multiples of the sampling frequency ( / / ) ,  are forced to  

zero. It is assumed that by extending Th to 7 /  the sampled components of the input 

are severely attenuated and can be discarded. It is, therefore, assumed that,

By making this assumption, the sample and hold function can be approximated 

as a lowpass filter. The power response of the filter, \Hsh ( f ) \ 2, is

plying the power spectrum of the flat-top pulse, \ R ( f ) \ 2, w ith the magnitude squared 

of the sampled input.

S a ^ M )  £  \ F ( f  -  n f f )\2
2 oo

(G.6)
n =  —oo

T  . ,|r(/)|2 =  ^ S a O r /2 »  53 \ F ( f - n f f )\2 ^  0  n ^ O
2  oo

such that the power output is

Y ( f ) \ 2 =  ] S ^ f T } )\2 - \ F ( f ) \ 2 (G.7)

=  \Hsh( f ) \ 2 = !Sa(7r/r/ )|2 (G.8)

and the corresponding impulse response is

(G.9)
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The power response of \Hsh{ f ) \ 2 is shown in Figure G .l. As shown in the figure, 

the sample and hold filter is in fact approximated with a lowpass filter.

Sample and Hold Filter 
Power Spectrum

-5

-10

-20

-25

-30

-35

-2  0 2 
Normalized Frequency

-4

FlG. G .l. Sample and hold filter power response

G.1.1 Noise Equivalent Bandwidth

The noise equivalent bandwidth (NEB) for the sample and hold filter is very 

similar to the NEB for the integrate and dump filter from appendix F. The NEB for 

the sample and hold filter, defined as B sh, is,
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The noise equivalent filter, H eJ l{ f ) ) for the sample and hold filter, however, has no 

gain term and is defined as,

î (/)i2 = n(âfc) = n t/) (G-ii)
or

where / / i s  equal to 1  /Tf .
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A PPEN D IX  H

SIMPLIFIED LOCK-IN AMPLIFIER  

(HOM ODYNE DETECTION)

A hom odyne detection process is used to simulate a very simple lock-in amplifier. 

The homodyne detection system function is developed in this appendix for comparison 

with both the gated integrator and heterodyne detection system functions. Essen­

tially, the homo dyne detector is the second stage of the heterodyne detection process, 

discussed in Chapter 7. The system function in this appendix processes, however, the 

original input, S ( f ) .

H .l H om odyne Detection System  Function

The homodyne detection system function is comprised of a sinusoidal mixer, 

D ( f ) ,  and a second order lowpass filter, Hip( f ) .  The system  function is illustrated in 

Figure H .l.

y(t)

Y (f)

F ig . H .l. Simplified lock-in amplifier (homodyne detector) block diagram
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H. 1.1 Sinusoidal Mixer

The sinusoidal mixer is defined in the tim e domain as,

d(t) =  Gd cos(27rfdt +  <j>d) (H .l)

where Gd is the gain of the mixer, f d is the demodulation frequency, and (j>d is the 

sinusoid’s phase. Since a lock-in amplifier performs in-phase (I) and quadrature (Q)

detection, then calculates the result as the square root of the sum of the squares, the

phase term, is assumed to be zero.

Taking the Fourier transform of d(t)  and squaring the result, gives the power 

spectrum of the sinusoidal mixer, which is,

\D(f)\2 = ^ S ( f  + f d) + ^ 6 ( f - f d) (H.2)

H .l .2 Lowpass Filter

A second order lowpass filter is used to filter the output of the sinusoidal mixer,

as shown in Figure H .l. The transfer function of the lowpass filter, H c( f ) ,  is given as

H c( f )  = ■ î ^"C — : (H.3)

where G c is the lowpass filter gain, and f c is the -3dB cutoff frequency. The power 

transfer function is the squared magnitude of i7c( / ) ,  which is,

|t f= ( /) l 2  =  j r y j h (H.4)

W hen analyzing noise passed through |JTC( / ) | 2, the noise equivalent bandwidth
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(NEB) can be utilized. The NEB of the lowpass filter is B c =  / c(7 r / 2 ). The noise 

equivalent filter is,

w m f  -  c ; n ( i : )  -  c ? n ( ^ )  ■ i " - 5 )

The output of | i / 0( / ) |2, based on an input power spectrum Sr( / ) ,  which is, from 

Figure H .l, |Pr( / ) | 2, is,

\ Y { f ) ?  =  l^ = ( /) | 2 ( S ( / ) * | S ( / ) | 2) (H.6 )

| r ( / ) | 2  = \Hc(f) \2 +  f d) +  - £ - S ( f  — f d) \  (H.7)

H.2 System Output

Input Review The input applied to \H0\2 is the power spectrum defined in 

equation 5.122. The total input is,

s T ( f )  =  s B ( f )  +  S „ ( f )  +  SAp( f )

.2  , i h f  , , r  , 1,1. \ 2  ° " a  +  Ç Ï )
S t U )  — (Ip) ^ ( /)  -----; = +  t ip  +  (^m)

i + (E 2
x f :  1S a (n ^ m)|2n ( ^ y )  (H.8)

H.2.1 Signal Output

At the input to  |R 0( / ) |2, the signal, S Ap( f ) } is mixed w ith \ D ( f ) \ 2. Since S Ap( f )  

is mixed with a sinusoid, only the components of S Ap( f )  that are involved in the 

mixing process and are of interest at the output are considered. The dc component 

and the fundamental harmonic component are, therefore, the only portion of S Ap( f )
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that is applied to |D ( / ) |2. Using only the dc and fundamental harmonic components, 

the input is,

s Ar(f) = W  E  \Sa(n^ ) \ 2Y l( -̂ ^ i ~ )  (H-9)

The signal’s variance, a \ ,  is assumed to be zero and the mean value A.is set equal 

to a lp, which is the steady state background multiplied by the modulation depth. The 

measurement system ’s goal is to then extract a.  Since the signal is assumed to be a 

constant value, it is now represented as a delta function, such that the unmodulated  

signal is S a ( / )  =  ( a l p)26( f ) .  The modulated signal’s three components of interest at 

the input is, therefore,

S a M )  = ( a l p i pmf  6(f )  + m  +  /m) +  6 ( f  -  f m )} (H .1 0 )

Since the dc signal component in equation H.10 is assumed to be buried by the 

steady state background and noise at low frequency, which is the reason for modu­

lating the signal in the first place, the signal must be obtained from the modulated 

components. In order to resolve the signal that resides at the modulation frequency, 

± f my the demodulation frequency, f d, in \ D( f ) \ 2 is set equal to f m. Convolving 

^ Ap( f )  with |£> (/) |2, w ith f d set equal to / m, gives the following six components.

S apU).* \ D { f ) ?  =  ^ | ( a / p V C ) a« ( /  +  / d ) + ( ^ )  m  +  2 / , )  -I- 6( f ) )

+ (a Ip‘4,m)2S( f  -  fd) + !'•’(/ — 2/(i) + 5(/)] I (H.ll)

Once the signal at f m is transferred to the baseband, it is recovered at the output
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of \H0( f ) \ 2 by filtering equation H .ll  with \HC\2. It is assumed that f m is set high 

enough and f c, from the lowpass filter, is set low enough to attenuate all components, 

except for the baseband component, to a negligible level. Based on this assumption, 

the 6 ( f  ±  f d) and 6 ( f  ±  2fd) components in equation H .l l  are eliminated, resulting 

in the following at the output.

|rAo(/)!2 = \Hc(f)\2 [sAp(f)  * \D(f)\2}

|vA„(/)|2 =2  I G cG d
2

2

a L X 2 6(f) + SU)

1' f  G cGda I p

IT J  \  7T
2

^ t (H .i 2 )

H.2.2 Background Output

The steady state background, % ( / ) ,  is also mixed with D ( f )  and then lowpass 

filtered. The output, iT z ^ /)!2, in this case, is,

I W /) ! '  = (H.13)

Based on the assumption made in section H.2.1 about the modulation frequency 

and the lowpass filter’s cutoff frequency, the steady state background components at 

6( f  ±  f d) are eliminated. The resulting output is zero.

I W / ) I '  =  0 (H.14)

H.2.3 Noise Output

The noise at the input is the combination of photon noise and 1 / f  noise. The

noise obtained at the output of |/T0 | 2  is discussed in this section.
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Photon N oise The photon noise at the input has the constant power spectrum  

S w {f) .  Mixing S w ( f )  with \ D( f ) \ 2 gives,

S w { f )  * \D { f ) \ 2 =  - ~ S w ( f  + fa)  +  ~ ^ S w ( f  — f d)

Since S w ( f )  is white, S w ( f  ±  f d) = S w ( f ) ,  which results in,

ẑ 2  î
S w( f ) * W ) \ 2 =  - f S w ( f )  =  ^ G 2delp (H.15)

Applying the lowpass filter, \Hc( f ) \ 2, to equation H.15, gives the photon noise 

spectrum at the output of the homo dyne detection system.

I * w / ) | 2  =  m i ) \ 2 {Sw ( f )  * \ D( f ) \ 2} =  (H.16)

In order to determine the power of the photon noise that exits the detection  

process, the NEB for \Hc( f ) \ 2 is used. Applying the noise equivalent filter, from 

equation H.5, to equation H.15 results in the photon noise power, cr̂ Vo, at the output 

Of

<&0 = {GcGf eIp [ f °2 d f  =  1  (GcG d)2 7rfcelp (H.17)
 ̂ . / - /c i  ^

1 / f  Noise The analysis of l / f  noise as it passes through \H0( f ) \ 2 is performed 

much the same way as the analysis of photon noise in the previous section. The 1 / f  

noise at the input is first mixed with \ D ( f ) \ 2 and then filtered with |1TC( / ) |2.

Mixing the 1 / f  noise spectrum, S ^ f ) ,  with the sinusoid at the input gives,

S l U )  * \ D ( f ) \ 2 =  < â s L( f  + f d) + ^ S L ( f  -  /d ). (H.18)
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Applying the lowpass filter produces the spectrum of the 1 / /  noise at the system’s 

output.

\ Y U f ) \ 2 =  & ( /  +  /«) +  -  /<*)! (H.19)

Figure H.2 illustrates S L( f ) ,  |Z )(/)|2 , and the convolution of the two spectra. 

The 1 / /  noise power at the output is determined with the noise equivalent filter, 

\ H ? ( f ) \ 2, which is also shown, as a dashed line, in Figure H.2(c).

sL(f)

FlG. H.2. Transfer of 1 / /  noise through the simplified lock-in amplifier system
function

Instead of integrating 5 l ( /  dz f d) to find the output power, the noise equivalent 

filter can be transferred to fd and the integration can be performed on The

limits of integration are shifted to center around f d and a multiplication factor of two
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is included to account for both positive and negative frequency contributions. The 

1 / f  noise power at the output can, therefore, be determined by,

a
ri‘l r i ‘2.

2 '
/• /d + Z cf

2 J f d - f c %  V  f Z  +  f 2

Since f d — /,(V /2 ) f ot the noise contribution at the output is,

(H.20)

ri. - |  î-( 1 ^ |

H.3 Signal-To-Noise Ratio

The signal-to-noise ratio (SNR) at the output of \H0( f ) \ 2 is the ratio of |Xa0 ( / ) | 2  

to the total output noise power. The total noise at the output is the sum of o fVo and

crho'

aTo -

aTo = irfc€lp +  f o i l  In
Vd  + itfc
2 /d -  7r/c

(H.22)

The SNR at the output of the homo dyne detection system  is,

SNR 0  =
(Tn

(H.23)

which after canceling G c and Gd is,

SNR,
((yip)

■Kzf celp + -K2fo ld 'd
(H.24)



343

Dividing through by the steady state background power, 1%, gives,

(a )'SNR 0  =
j ^ 3 f ce +  7T2/ 0 ln ( | ^ )

(H.25)
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APPENDIX I

M ODULATION DEPTH DETERMINATION FROM FOURIER  

COMPONENTS 

1,1 Determ ination of Modulation Depth

In general, the probe signal, in a pump-probe absorption spectroscopy (PPAS) 

experiment, can be illustrated as a square wave that has a dc offset, as shown in 

figure 1.1. The waveform in figure 1.1 represents the change in probe intensity which

Pump "ON" Pump "OFF'
i  Modulated
1 Signal

Steady State 
Background

Timem

FlG. LI. General probe intensity along a time axis

results from a change in a sample’s absorptivity. Since both beam’s, the probe beam 

and the pump beam, pass throught the same sample volume, the sample’s absorptiv­

ity is changed by the pump beam, since it passes through the sample volume prior 

to the probe beam. Therefore, a modulated pump beam will modulate the sample’s 

absorptivity, which, in turn, will' modulate the probe beam intensity. The modula­

tion that appears on the probe beam is assumed to contain the same modualtion



346

characteristics, which include frequency and phase, or waveshape, that were applied 

directly to the pump beam.

The measurement objective, in a PPAS diagnostic, is modulation depth, o^od- 

From Figure 1.1, modulation depth the ratio of the difference in the probe beam in­

tensity when the pump beam is ’ON’ and the probe beam intensity when the pump 

beam is ’OFF’ over the probe beam intensity when the pump beam is ’OFF’ (Setter- 

sten, 1999). Modulation depth is given in equation 1.1. The modulation depth can 

then be used in spectroscopic calculations to determine physical characteristics, such 

at molecular number density, temperature, or pressure (Settersten, 1999).

/o n  _  j o f f

T°f.Ipr

p r  -"-pr z t  i  \amod oyy (f-l)
In

The detection system must, therefore, take, at the input, the waveform from 

Figure 1.1, and produce, at the output, the modulation depth, amod. In order to 

design and develop a detector that will satisfy the detection requirements, a linear 

mathematical model of the input is developed in this appendix. Specifically, the 

relationships between the input waveform, from Figure 1.1, the waveform’s frequency 

components, and the modulation depth calculation, in equation 1.1, are developed.

1.1.1 Waveform Definition

First, the waveform shown in Figure 1.1 is defined in more general terms that 

simplify the equations that are developed. The intensity of the probe beam when the 

pump is ’ON’ is defined as d .  The intensity of the probe beam when the pump is 

’OFF’ is defined as c. Figure 1.2 illustrates the variable relationships.

The waveform in Figure 1.2 represents a general input to the detection system.
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Irradiance Irradiance

TimeTime

FlG. 1.2. General detection system input waveform

The desired output, modulation depth, can now be defined in terms of c and d.

Ton _  Toff fl -  r__ -Lpr vT _  a c n n\
Q m od  — j o f f '  — c

1.1.2 Fourier Series Representation

Next, we investigate the waveform’s harmonic content, which will prove useful 

in extracting the modulation depth from the detected waveform. In other words, 

the values of the harmonic components will provide insight to the desired irradiance 

values c and d.

Since the input waveform has periodic characteristics, the waveform can be writ­

ten as a Fourier series. In general, the Fourier series for a function v(t) is,

OO

v(t) =  5 3  vne*’n£  (1.3)
n =  — oo

The Fourier series coefficients, or spectral amplitudes, are found by integrating the 

function, v(t), multiplied by the complex conjugate, over one period, and then divid-
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ing by that period.

1 f^2
T4 =  (1.4)

0

A periodic signal is comprised of discrete harmonic components, that when summed 

together, produce the periodic signal. If a signal is expressed in time by the general 

Fourier series representation in equation 1.3, then i t ’s amplitude spectrum is expressed 

by equation 1.5.

oo

v { f )  = Y2 Vn S ( f - n f 0) (1.5)
n =  —co

The waveform in Figure 1.2 is defined as the time varying function v(t). The 

spectral amplitudes are found by integrating v(t) over one period from —Tm/2 to 

Tm/2. The value Tm is the modulation period, and, thus, the modulation frequency,

f m, is the inverse of the period. The value rm is the width of the pulse and, therefore,

defines the duty cycle, which is rm/Tm.

The spectral components, Vn, are equal to the sum of the three integrals defined 

above, which as a whole equate to one period. Each intergral can be evaluated 

serperately and then summed with the results from the other integrals, in order to 

find the spectral components. Evaluating the first integral, defining its result as V^, 

over the time —Tm/2 < t < — r/2 , gives,

V,1 = ^  ’ ( c ) e - ^ nt dt
±m J-=-£n-

(1.7)
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which is,

y l  _   C re J7r/mnrm _  çjiïfmnTm
n

l / 1 — ______________________ ÏJnf innTm  _  p j 7r / m n r m l ZT o \

j 2 n f mnTm [ J ' 1 ' }

Evaluating the third integral, defining its result as VJf, over the time rm/2 < t < 

7^/2 , gives,

1
V n = 7 T  (c)e-j^ nt dt (1.9)

J-m Jin.-

which is,

1 / 3   C \ p - j v f m n T m _  p - i v r / m n r m ]

; 2 7 r / m ^  L ^
1 / 3  _  C \p -j irfmnTm _ p -jTTfmnTm]  ZT 1 f | )

j2%Vn,nTm  ̂ J '  ̂ ^

Combining equations 1.8 and 1.10, which is now defined as V^’3, results in,

1/ 1,3 _   C \ ( p j^fm nTm  _  p -j-nfm nTm \ _  ( pjirfmriTm _  p - j v r / 7Tîn r m \ ]

yi,3
e 3^fmnTm _  e -jTTfrnnTrn \  /  e jTTfmnTm _  ç - jn fm n T m

a n )

which can be simplified to,

%̂ '3 =  C^a(7rM) -  ^ ^ (T T ^ T ^ /r n )  , (L12)
J- m

where 5 a ( e )  is the sampling function, defined as sin(x)/x.  Returning to the original 

equation and evaluating the second integral, defining its result as over the time
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—T/2 < t < 7-/2, gives,

V„ =
1 r 1? -

—  /
Tm 7̂ 2zn.

(1.13)

which integrates to,

■dV 2 = — 

y 2 =  — —

, - 3 ^ f m n r n

-jj'R frn'm'n

JnfmriTr,

ï - j T r f m n T r ,

2j
(1.14)

Equation 1.14 can be simplified to,

V2 = ZlAsa.(mnTr,Jm) (1.15)

The harmonic coefficients, Vn, are finally found by summing the results from the 

three integrals. Summing equations 1.12 and 1.15 gives,

J-m J-m
=  cSa(7T?%) +  ^ -  (d -  c) (1.16)

J m

The waveform in Figure 1.2 can now be written as a Fourier series in the time 

domain and a corresponding summation of spectral amplitudes in the frequency do­

main.

OO
v{t) = ^ 2  [cSa{Txn) + ^  (d — c) S'a (Trn^m)] (1.17)

n =  —00
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oo

V{f )  = [cSa(7rn) + V'm (c? -  c) Sa (irmpm)} ô(f -  n fm) (1.18)
n =  —oo

The duty cycle, which is TmlT m or Tmfm, is represented by ipm in the equations above.

1.1.3 Harmonic Relation To Modulation Depth

The spectal components for the waveform in Figure 1.2 are defined in equa­

tion 1.18 as a function of both c and d. The assumption is now made that it is 

possible to extract the dc component, to, and the fundamental harmonic component, 

Vi, which is at the modulation frequency, f m. The spectral components can, for 

example, be measured using a photondiode and a spectrum analyzer.

Evaluating equation 1.18 at n = 0 and at n = 1 produces the dc component, Vo, 

and the fundamental component, tfi, respectively.

Vo = c +  'ipmid -  c) (1.19)

Vi =  'ipmid -  c)Sa{'K'iprn) (1.20)

Equation 1.19 can be rearranged such that,

( d - c )  =  (1.21)
tym

Equation 1.20 can also be rearranged such that,
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Equations 1.21 and 1.22 can then be set equal to each other, which provides a way to 

solve for c.

% ,- c  %
'Ipm

‘  '  14 -  S & Î  ( l2 3 )

Equation 1.23 is substituted into equation 1.19, which is then used to solve for d.

d  = (1.24)
îpm

The modulation depth can now be determined from the dc component and the 

fundamental spectral component, which is at the modulation frequency. A slight 

change is made in the calculation based on the period definition of the signal in 

Figure 1.2. In this figure, the I°ff is defined as c. If there is 100% absorption in an 

experiment, then the irradiance of the probe beam when the pump beam is ’OFF’ 

would be zero. In the modulation depth calculation, dividing by zero would indicate 

that the modulation depth tends toward infinity. The denominator, in the modulation 

depth calculation, is, therefore, changed to d. In this case,

®mod 

d — C

d — c 
d

 Vi

such that

The modulation depth calculation, based on the dc component and the funda-
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mental harmonie component, is dependent the modulation imposed. Whether the 

modulaiton is a gain term or a loss term, determines which calculation for modula­

tion depth is utilized. If the waveform has a modulated loss, then the modulation 

depth is,

If, on the other hand, the waveform has an additional modulated gain, then the 

modulation depth is,

An example of modulated loss is a steady light source that is directly modulated 

with a mechanical chopper or other optical modulator. A mechanical chopper can 

only eleminate the transmission of light to create a square wave modulation function. 

Thus, the chopper imposes a loss in the resulting light emitted at the chopper’s 

output.

An example of modulated gain can be taken from pump probe absorption spec­

troscopy. Under steady state conditions, the probe beam has a mean irradiance value 

after passing through a sample volume. If a pump beam passes through the sample 

volume just prior to the probe beam’s interaction, the sample volume will have less 

absorbing capability when the probe beam enters the sample. Thus, the probe beam 

exits the sample volume with a slightly higher irradiance than its mean irradiance. In 

this case a gain is seen in the probe beam, which in this case occurs at the modulation 

that is placed on the pump beam, and the probe beam is, therefore, gain modulated.

Equations 1.26 and 1.27 are used in modulation depth calculations for a range of
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values for c (which is l ÿ ^ )  and d (which is I™). The results are shown in Table 1.3. 

The first and last set of values depict modulated loss and equation 1.26 is shown to 

correctly calculate the modulation depth, while equation 1.27 does not. The second 

and third set of values represent modulated gain and, accordingly, equation 1.27 

correctly calculates the modulation depth.

1.1.4 Determ iniation of Fundamental Harmonic

The magnitude at the fundamental frequency is actually 2|Vi|, since both the 

positive and negative frequencies need to be considered. Assuming, however, that the 

signal is demodulated with a sinusoid, d(t) that varies from +1 to -1.

d(t) =  cos (27r/d) (1.28)

D(f )  = \ s ( f  -  f d) + itf(/ + f d) (1.29)

The frequency fd is assumed to be equal to the modulation frequency f rn. From 

the spectrum of the demodulation signal, D(f),  we see that half of the power is at 

the positive frequency and half of the power is at the negative frequency. Thus, 

when we demodulate the waveform v(t) (cosidering only the fundamental harmonic 

component) we get:

U  *£>(/) =  y ( / 2/d) + 2
Vi

(0) + "Tf ( /  +  2/d) (1.30)

Therefore, only |lfi| is measured after demodulation, event hough, 2\Vi\ actually 

exists at the fundamental spectral component.
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loff
c

Ion
d

Modulation
Depth

DC
Value

Fundamental
Harmonic

Value

Modulating
Loss

(depth)

Modulating
Gain

(depth)
0.000 1.0 100.00% 0.7500 0.225079 100.000% #DFV/0!
0.250 1.0 75.00% 0.8125 0.168809 75.000% 300.000%
0.500 1.0 50.00% 0.8750 0.112540 50.000% 100.000%
0.750 1.0 25.00% 0.9375 0.056270 25.000% 33.333%
0.900 1.0 10.00% 0.9750 0.022508 10.000% 11.111%
0.990 1.0 1.00% 0.9975 0.002251 1.000% 1.010%
0.999 1.0 0.10% 0.9998 0.000225 0.100% 0.100%
0.999 1.0 0.10% 0.9998 0.000225 0.100% 0.100%
0.9999 1.0 0.01% 1.0000 0.000023 0.010% 0.010%

1.0 1.0001 0.01% 1.0001 0.000023 0.010% 0.010%
1.0 1.001 0.10% 1.0008 0.000225 0.100% 0.100%
1.0 1.010 1.00% 1.0075 0.002251 0.990% 1.000%
1.0 1.100 10.00% 1.0750 0.022508 9.091% 10.000%
1.0 1.250 25.00% 1.1875 0.056270 20.000% 25.000%
1.0 1.500 50.00% 1.3750 0.112540 33.333% 50.000%
1.0 1.750 75.00% 1.5625 0.168809 42.857% 75.000%
1.0 2.000 100.00% 1.7500 0.225079 50.000% 100.000%

1.0001 1.0 0.01% 1.0001 0.000023 0.010% 0.010%
1.001 1.0 0.10% 1.0008 0.000225 0.100% 0.100%
1.010 1.0 1.00% 1.0075 0.002251 0.990% 1.000%
1.100 1.0 10.00% 1.0750 0.022508 9.091% 10.000%
1.250 1.0 25.00% 1.1875 0.056270 20.000% 25.000%
1.500 1.0 50.00% 1.3750 0.112540 33.333% 50.000%
1.750 1.0 75.00% 1.5625 0.168809 42.857% 75.000%
2.000 1.0 100.00% 1.7500 0.225079 50.000% 100.000%

1.0 0.000 100.00% 0.7500 0.225079 100.000% #DIV/0!
1.0 0.250 75.00% 0.8125 0.168809 75.000% 300.000%
1.0 0.500 50.00% 0.8750 0.112540 50.000% 100.000%
1.0 0.750 25.00% 0.9375 0.056270 25.000% 33.333%
1.0 0.900 10.00% 0.9750 0.022508 10.000% 11.111%
1.0 0.990 1.00% 0.9975 0.002251 1.000% 1.010%
1.0 0.999 0.10% 0.9998 0.000225 0.100% 0.100%
1.0 0.999 0.10% 0.9998 0.000225 0.100% 0.100%
1.0 0.9999 0.01% 1.0000 0.000023 0.010% 0.010%

FlG. 1.3. Modulation depth calculation using the dc component and the 
fundamental modulation frequency component
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A PPEN D IX  J

INTEGRATION THRESHOLD CIRCUIT DESIGN  

J .l  Integration Threshold Circuit

This Appendix provides information about the integration threshold circuit. This 

circuit is connected to the camera head and controls the voltage applied to the read 

out gate (ROG) barrier during an exposure. When the system is not acquiring an 

exposure, the ROG barrier voltage is set to its nominal value.

The circuit obtains power from the camera head. Two 8-bit DACs are used to 

set and control the ROG barrier voltage. Setting the ROG barrier to a desired level, 

which is accomplished with the DACs, is discussed in Appendix K. Once the DACs 

are set, the setting remains the same for all exposures, until a change is made through 

the software when the system is not acquiring an image.

The voltage from the DACs are amplified through two operational amplifier 

stages. An analog switch is then used to control the ROG barrier voltage. During 

an exposure, the analog switch allows the voltage from the DACs to propagate to 

the camera head. When an exposure is not taking place, the analog switch allows 

a nominal voltage to propagate to the camera head. Either voltage, after passing 

through the analog switch, is inverted and amplified with a final op-amp stage.

The analog switch is driven with a simple AND logic gate. A jumper is used to 

invoke the integration threshold or leave the threshold off, operating the system in its 

normal configuration. When the threshold is utilized, a logic signal from the camera
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head’s digital logic (EPLD) controls the analog switch, through the AND gate.

A schematic of the circuit is first presented. Printed circuit board (PCB) layouts 

for the top and bottom layers follow respectively. Finally, a bill of materials (BOM) 

is given.
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J.2 Circuit Design
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J.3 PCB Layout

J.3.1 Top Layer
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J.3 .2 Bottom Layer
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Part Type | Designator | Footprint j Description
1N5232 _____ C19_____ DIODEO.4 Zener Diode
POT R43 VR1 Variable Resistor
10 R2 AXIAL0.4 Resistor
10 R3 AXIAL0.4 Resistor
ÏÔ R32 AXIAL0.4 Resistor
100k, 1% R38 AXIAL0.4 Resistor
ÎÔOk, 1% R39 AXÎALÔ.4 Resistor
100k, 1% R36 AXIAL0.4 Resistor
100k, 1% R37 AXIAL0.4 Resistor
ÏÔk------------------ R42 a5oalo’.4 Resistor
10k, 1% RIO AXIAL0.4 Resistor
10k, 1% Rll AXIAL0.4 Resistor
ÏÔk, î% R9 AXIAL0.4 Resistor
10k, 1% R12 AXIAL0.4 Resistor
ilk, i% RÏ6 AXÎÂLÔ.4 Resistor
15k, 1% R17 AXIAL0.4 Resistor
15k, 5% R31 AXIAL0.4 Resistor
ilk, 5% R3Ô AXÎALÔ.4 Resistor
24k, 1% R8 AXIAL0.4 Resistor
24k, 1% R7 AXIAL0.4 Resistor
270 R4Ô AXIAL0.4 Resistor
2k, 1% R34 AXIAL0.4 Resistor
3.9k R4Ï a3ü â i ,ô.4 Resistor
30 R15 AXIAL0.4 Resistor
.33._____________ R35 AXIAL0.4 Resistor
33 rY AXÏÂLÔ.4 Resistor
33 R29 AXIAL0.4 Resistor
33 R24 AXÎALÔ.4 Resistor
33 R23 AXIAL0.4 Resistor
33 R22 AXIAL0.4 Resistor
33 R25 AXÎÂLÔ.4 Resistor
33 R28 AXIAL0.4 Resistor
33 R27 AXIAL0.4 Resistor
33 R26 AXÎÂLÔ.4 Resistor
332 R19 AXIAL0.4 Resistor
390 R13 AXIAL0.4 Resistor
500 R2Ô AXÎÂLÔ.4 Resistor
500 R21 AXIAL0.4 Resistor
5k R5 AXÎALÔ.4 Resistor
5K R6 AXIALO.4 Resistor
5k __ Ri_____ AXIALO.4 Resistor
620 R14 AXÎÂLÔ.4 Resistor
750 R33 AXIALO.4 Resistor
9.1k R18 AXIALO.4 Resistor
IT Selection jP2 ÏDC4 Jumper
lOOpF ____ C8_____ RAD0.26 Capacitor
lOOpF C9 RADÔ.26 Capacitor
lOpF C7 RAD0.26 Capacitor

FlG. J.l. Bill of materials (BOM)
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Part Type | Designator. | Footprint | Description| C20 RAD0.26 Capacitor
15uF, 16VDC CÏ6 RB0.1 Capacitor
15uF, 16VDC C15 RB0.1 Capacitor
15uF, 6VDC l___ C14___ RB0.1 Capacitor

C23 RBO'.l Capacitor
3.3uF C22 RB0.1 Capacitor
3.3uF C30 RB0.1 Capacitor
3.3ÛP C29 ’’ RBO'.l Capacitor
3.3uF RB0.1 Capacitor
3.3ÛF

__
C24 RBO.'l Capacitor

3.3uF C28 RB0.1 Capacitor
3„3uF__ _____ L.......C31_____ , RB0.1 Capacitor
3.3uF  ̂ C26 ^ RB0.1 Capacitor
3.3uF C4 RBO.l Capacitor
3„3_uF_______ l___ .ÇA____j RB0.1 Capacitor
3.3uF H C27 RB0.1 Capacitor
3.3uF h_____ C_6______ RBO.l Capacitor
47’o ÿ C2 RADÔ.26 Capacitor
47ÔpF C18 RAD0.26 Capacitor
*!M._______ L___ .ÇA____ RAD0.26 Capacitor
470pF C3 RADÔ.26 Capacitor
470pF C17 RAD0.26 Capacitor
74LS08 L___ _yz____ DIP14 AND Gate
AD707 JP3 "dips Analog Devices Op Amp
AD708 h_____ UJL____ DIPS Analog Devices Op Amp
AD708 U2 DÏP8 Analog Devices Op Amp
AD829 U6 DIPS Analog Devices High Speed Op Amp
Signal Connection l___ EJL____ IDC10 Input/Output Connection Block
MÂX5Ï9 U3 DÏPÏ6 Maximize 8-bit DAC
MAX303 U5 DIP16 Maxim Analog Switch

FlG. J.2. Bill of materials (BOM)
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A PPEN D IX  K

DIAGNOSTIC IMAGING SYSTEM USER M ANUAL  

K .l Application Manual

In order to use the application specific features, proper settings need to be made 

in software. Settings for both the integration dead-hand threshold and the number of 

integrated exposures are entered in the WinView/32 software interface. Win View/32 

is developed by Roper Scientific, Inc., (Princeton Instruments) and distributed with 

their scientific imaging systems (Roper Scientific, 1998b).

This appendix provides instructions for configuring the level of the dead-band 

threshold and the number of integrated exposures. Only the two application specific 

features are discussed in this appendix. Information on conventional settings, such 

as exposure time, region of interest, timing mode, can be found in the WinView/32 

User’s Manual from Roper Scientific (Roper Scientific, 1998b). In order to use the 

application specific features, the system must be set in the ‘Ext Sync’ (external syn­

chronous) timing mode. This mode is set under the ‘Experiment Setup’ control panel, 

which is under the ‘Acquisition’ menu.

Both application specific features are configured in control panels under the 

‘Diagnostics’ menu. As shown in Figure K.l, the ‘Diagnostics’ menu is found under 

the main ‘Setup’ menu.

The exposure time resolution is first configured. Under ‘Diagnostics’, as shown 

in Figure K.l, selected the ‘Get/Set Parameter’ control panel. This control panel
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File Edit View Acquisition Display f r o c e  s  Macro E 3 B |  Optn r  Window

Detector Tempe ature

Load Factory D e fa u lts

G e t /Set Parameter 

Controller Feaisters 

Version

Manu J  bean Pattern"

FlG. K.l. WinView/32 menu for application specific settings

looks like the one shown in Figure K.2. The parameter ID for setting the exposure 

time resolution is 75, which should be entered in the appropriate space. Entering a 

parameter value of ‘0’ will configure the system with 1ms exposure time resolution. 

Entering a parameter value of T ’ will configure the system with 1/i exposure time 

resolution. Enter the desired parameter value and then press the ‘SET’ button. Leave 

this control panel open; it will be used to set the integration threshold as well.

Once the exposure time resolution is configured, the appropriate resolution will 

appear in the ‘Experiment Setup’ control panel, which is under the ‘Acquisition’ menu.

The same ‘Get/Set Parameters’ control panel is used to configure the dead-band 

threshold. The dead-band threshold is raised by lowering the voltage applied to the 

read out gate (ROG) barrier. The ROG barrier voltage is controlled with the digital- 

to-analog converter (DAG) presented in Appendix J.
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Parameter ID:

75
GET

Parameter Value: ^ET

r1
<• Numeric ^  ASCII Text

Close

FlG. K.2. Exposure time resolution setting

The two 8-bit DACs are set through the ‘Get/Set Parameters’ control panel. 

DACO has a parameter ID of 231 and DACl has a parameter ID of 232. Since they 

are both 8-bit DACs, any integer value from 0 to 255 may be entered as a parameter 

value. Figure K.3 shows an entry that will set DACO to its maximum value. Once a 

parameter ID and a parameter value are entered, press the ‘SET’ button.

. Parameter ID:,

• psi
Parameter Value:  ̂ ' : ' -cfej

| ] 2 5 5 |  ' 2  ............

Numeric; G  ASCII Text

» e g xj

GET

FlG. K .3 . Integration dead-band threshold setting 

The ROG barrier is set as a percentage of its maximum value. Figure K.4
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provides the parameter values that should be entered for both DACO and DACl to 

configure the ROG barrier.

100
DACO = 0 
DACO = 102 
DACO = 204

9 0 -

2 0 -

100 125 150 175 200 225 250 27550 750 25

DACl Setting (counts, DN)

FlG. K.4. ROG barrier voltage as a function of digital-to-analog converter settings
(DAC)

The number of integrated exposures is set in the ‘Controller Registers’ control 

panel, which is shown in Figure K.5. This control panel is also found under the 

‘Diagnostics’ menu, which is under the main ‘Setup’ menu, as shown in Figure K.l. 

Once the ‘Controller Registers’ panel is open, set the hexadecimal mode. Then enter 

‘3E’ in the ‘Register’ dialog box. This register in the controller’s digital logic sets the 

exposure integration counter.

The ‘3E’ register is a 16-bit register. Only 13 of the 16 bits are used in this 

configuration. Four hexadecimal values are entered into the ‘Register Value’ dialog 

box. The first hex value is either ‘0’ or T ’. This hex value corresponds to the exposure 

time resolution. If ms resolution is set, enter ‘0’ in the first hex value, or enter T ’ , if
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fis resolution is set.

The number of integrated exposures is set with the last three hex values (12- 

bit). The minimum number of integrated exposures is 1, set as ‘xOOl’, where ‘x’ is 

either ‘O’ or ‘1’ depending on the exposure time resolution. The maximum number 

of integrated exposures is 4095, set as ‘xFFF’. Any number in the range 1-4095 is set 

according to its hex value. Figure K.5 illustrates a setting of 100 integrated exposures. 

Once the desired number is entered in the ‘Register Value’ dialog box, press the ‘REG. 

WRITE’ button.

Leave this control panel open. The number of integrated exposures can be 

changed any time the system is not acquiring images.
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Input And Display Format
<* Hexidecimal

Register

3E 

Register Value:

1064

C" Decimal

REG. READ

REG. WRITE

Byte Value:
READ BYTE

WRITE BYTE

File In 

File Out

f "  Use manual intrapixel patterr

Close

Run File

F ig . K.5. Setting the number of integrated exposures
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