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ABSTRACT 

 

Multiphase flow is a term used to express a flow that deals with two or more immiscible 

phases. In the oil and gas production system, multiphase flow can occur in the wellbore and 

pipelines, and gas-liquid two-phase flow is one of the most common ones.  The term flow pattern 

describes the distribution of each phase in the multiphase flow system. The major flow patterns 

in gas-liquid two-phase flow include segregated flow, intermittent flow, bubbly flow and 

dispersed bubble flow.  Intermittent flow is one of the most common flow patterns that occurs in 

the oil and gas wellbore and pipeline system. For horizontal or inclined pipes, intermittent flow 

can be further classified into plug flow, slug flow, and pseudo-slug flow.  For vertical or near 

vertical pipe, intermittent flow can be classified into slug flow and churn flow.  The focus of this 

study will be on the two least studied flow patterns namely pseudo-slug and churn flows.  

Pseudo-slug and churn flows are generally considered as two different flow patterns 

because of their visual differences. However, some recent experimental studies have shown that 

they share many similarities.  For example, they both have gas penetration through the slug 

body; they both locate between slug and segregated flow in the flow pattern map; they 

demonstrate similar time trace signals of liquid holdup equivalent and distribution histogram; 

their structure velocities are smaller than the one for conventional slug flow.  According to the 

observation from previous experimental studies, we anticipate that pseudo-slug flow gradually 

changes to churn flow when the inclination angle changes from horizontal to vertical.  

In this study, we developed a simplified unified hydraulic model for pseudo-slug and 

churn flows, that captures the effects of inclination angle, gas and liquid flow rates, and fluid 

properties, such as liquid viscosity and gas density, on the liquid holdup and pressure gradient.  It 

removes the need for the user to switch the models as the flow pattern (or inclination angle) 
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changes.  The liquid holdup is predicted using the drift-flux model concept, with new 

correlations for the drift velocity and flow distribution coefficient. The pressure gradient is 

predicted using two-fluid model with modified gas and liquid shear stresses by considering the 

additional shear induced by the “huge wave” structures and the oscillated nature of the liquid 

film caused by gravity. The model gives the best predictions as compared with other available 

models in the literature, in terms of predictions for pseudo-slug flow solely, churn flow solely, 

and both flow patterns.  
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CHAPTER 1 

INTRODUCTION 

 

Multiphase flow is a term used to express a flow that deals with two or more immiscible 

phases. In the oil and gas production system, multiphase flow can occur in the wellbore and 

pipelines, and gas-liquid two-phase flow is one of the most common ones.  The term flow pattern 

describes the distribution of each phase in the multiphase flow system. Each flow pattern occurs 

in certain values of different variables that control the flow behaviors. These variables can be 

classified into three major categories, operational parameters (i.e., flow rates), geometrical 

parameters (i.e., pipe diameter and inclination), and the physical properties of the phases (i.e., 

density, viscosity, and surface tension). For gas-liquid two-phase flow in pipes or wellbores, 

major flow patterns include segregated flow (SEG), intermittent flow (INT), bubbly (BL, only 

for vertical or near vertical), and dispersed bubble flow (DB).  Segregated flow includes 

stratified flow (ST) which occurs at horizontal or inclined pipes, and annular flow (AN) that 

occurs at high gas flow rate conditions and at any pipe inclinations.  Dispersed bubble flow 

occurs at high liquid flow rates and low gas flow rates at any pipe inclinations, and bubbly flow 

is only observed in vertical or near vertical pipes at low gas flow rate conditions.  Intermittent 

flow is one of the most common flow patterns that occurs in the oil and gas wellbore and 

pipeline system (Shoham 2006). For horizontal or inclined pipes, intermittent flow can be further 

classified into plug flow (PL), slug flow (SL), and pseudo-slug flow (PS).  For vertical or near 

vertical pipe, intermittent flow can be classified into slug flow and churn flow (CH).  The focus 

of this study will be on the two least studied flow patterns, namely pseudo-slug and churn flows.  

Pseudo-slug flow is considered as a transition flow pattern between conventional slug and 

segregated flows as the superficial gas velocity increases. It mainly occurs in horizontal or 
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upward inclined pipes. The pseudo-slug flow can be differentiated from the slug flow by having 

a slug body that does not completely seal the cross-sectional area of the pipe, unlike the 

conventional slug flow pattern. Churn flow mainly occurs in vertical or near-vertical pipes, and 

is considered as one of the least investigated flow patterns due to the complexity of its nature.  

Similar to slug flow, gas pockets flow along with the liquid phase in churn flow but in a more 

chaotic way. In churn flow, the bullet-shaped Taylor bubbles, a structure that shows a clear 

bullet-shaped interface on top and occurs typically in conventional slug flow, are distorted 

because of the relatively higher gas flow rates causing asymmetrical random gas pockets.   

Pseudo-slug and churn flows are generally considered as two different flow patterns 

because of their visual differences. However, some recent experimental studies have shown that 

they share many similarities (Parsi et al. 2017; Soedarmo et al. 2018c).  For example, they both 

have gas penetration through the slug body; they both locate between slug and segregated flow in 

the flow pattern map; they demonstrate similar time trace signals of liquid holdup equivalent and 

distribution histogram; their structure velocities are smaller than the one for conventional slug 

flow; their drift-flux distribution coefficients fall in a similar range; and the use of slug flow 

model results in significant discrepancies in pressure gradient and liquid holdup predictions for 

both flow patterns. According to the observation from previous experimental studies, we 

anticipate that pseudo-slug flow gradually changes to churn flow when the inclination angle 

changes from horizontal to vertical.  

Highly inclined pipelines have become common especially in unconventional 

applications, and the wellbore can range from horizontal to vertical with the current advancement 

in directional drilling.  Accurate prediction of the pressure gradient and liquid holdup will be of 

great importance to the production design.  There are several hydraulic models available in the 
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literature for churn flow, while the modeling for pseudo-slug flow has just emerged in recent 

years (Soedarmo et al. 2018c). Some of the models predict well for pseudo-slug flow but poorly 

for churn flow, and vice versa. There is no single model that works well for both pseudo-slug 

and churn flows. With the current modeling approaches, the user needs to switch the model from 

pseudo-slug to churn flow when the inclination angle increases from inclined to near vertical to 

obtain more accurate predictions in liquid holdup and pressure gradient. However, the critical 

inclination angle corresponding to this flow pattern transition can be gradual and depends on the 

flowing conditions (such as liquid flow rate, diameter, and fluid properties), and is still not clear. 

Switching the model will also result in discontinuity in model prediction which can lead to 

problems when coupled with reservoir simulations or uncertainties in facility and production 

design. In addition, evaluation of these existing models still shows unsatisfactory predictions 

although they are developed for the targeted flow pattern.   

In this study, we developed a simplified unified hydraulic model for pseudo-slug and 

churn flows, that captures the effects of inclination angle, gas and liquid flow rates, and fluid 

properties, such as liquid viscosity and gas density, on the liquid holdup and pressure gradient.  It 

removes the need for the user to switch the models as the flow pattern (or inclination angle) 

changes.  The liquid holdup is predicted using the drift-flux model concept, with new 

correlations for the drift velocity and flow distribution coefficient. The pressure gradient is 

predicted using two-fluid model with modified gas and liquid shear stresses by considering the 

additional shear induced by the “huge wave” structures and the oscillated nature of the liquid 

film caused by gravity. The model gives the best predictions as compared with other available 

models in the literature, in terms of predictions for pseudo-slug flow solely, churn flow solely, 

and both flow patterns.  
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CHAPTER 2 

LITERATURE REVIEW 

 

This chapter provides a literature review on the experimental studies on pseudo-slug and 

churn flows, followed by the modeling studies. 

2.1 Review of Pseudo-slug and Churn Flows 

This section introduces pseudo-slug and churn flows, followed by a discussion on their 

similarities. 

2.1.1 Introduction to Pseudo-slug Flow 

Pseudo-slug flow is generally characterized by short, undeveloped, frothy chaotic slugs.  

It occurs at the transition between the conventional slug and segregated flows, while the location 

in a flow pattern map depends on the pipe inclination angle (Fan et al. 2020). It mainly occurs in 

horizontal or upward inclined pipes. The pseudo-slug flow can be differentiated from the slug 

flow by having a slug body that does not completely seal the cross-sectional area of the pipe 

unlike the conventional slug flow pattern as illustrated in Figures 2-1 and 2-2.  

 

 

Figure 2-1 PS illustration in slightly upward inclined flow (Soedarmo et al. 2018a). 
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Figure 2-2 PS vs SL flow wire-mesh sensor visualization (Fan et al. 2020). 

 

Lin and Hanratty (1987) identified pseudo-slugs as disturbances that have the appearance 

of slugs but do not give the identifying pressure pattern and do not travel at the gas velocity (Lin 

and Hanratty 1987).  It resembles annular flow when a continuous liquid film is formed on the 

pipe circumference, wavy-stratified flow when a thick layer of liquid is present at the bottom of 

the pipe, and slug flow when large slug-like structures are capable of reaching the top of the pipe 

are present.  

Due to its ambiguous flow characteristics, this type of flow has been identified with 

different literature names, even until today.  Nicholson et al. (1978) used “proto-slug” to describe 

the “unstable wave-like events which are not quite able to bridge the pipe cross-section,” which 

was adopted by some other studies, such as (Bendiksen and Espedal 1992), and (Kokal and 

Stanislav 1989). Kokal and Stanislav (1989) also called it a “proto-slug froth” flow regime, while 

Abduvayt et al. (2003) designated it as “froth” flow.  This structure was reported by Hunt et al. 
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(2004) under the Norwegian colloquial name as a “ghost,” a name that referred to its character as 

it passed at high speed along the pipe with a sort of whispering noise, which was equivalent to 

the “huge wave” observed by Sekoguchi and Mori (1997) and Hunt and Millington (2016).  

Some researchers named it as a wave structure, such as “roll-waves” (Soleimani et al. 2002), 

“large amplitude roll-waves” (De Leebeeck 2010), and “disturbance waves” (Butterworth and 

Pulling 1972; Taylor et al. 2014).  Furthermore, some studies treated it as a sub-regime of other 

well-established flow patterns, such as “Annular Flow”/“Wavy Annular” (Taitel and Dukler 

1976; Barnea et al. 1980; Shoham 2006), “High-aerated slugs” or “Slug and Wavy” (Vaze and 

Banerjee 2011; Thaker and Banerjee 2015; Arabi et al. 2020).  In recent years, some researchers 

used “Gas-Core Slugs” to describe the slug structures that had a gas-core based on ECT 

(Electrical Capacitance Tomography) measurement (Hunt and Millington 2016; Arellano et al. 

2020).  Lin and Hanratty (1987) provided a detailed description of this flow pattern and 

presented flow pattern maps for horizontal pipe flow with two diameters.  They called this flow 

pattern as “pseudo-slug” flow, which is widely adopted by the studies afterward (Wilkens and 

Jepson 1996; Maley 1997; Soleimani et al. 2002; Langsholt and Holm 2007; Alsaadi et al. 2015; 

Lam Loh et al. 2016; Kesana et al. 2017; Parsi et al. 2017; Soedarmo et al. 2018c; Fan et al. 

2020).  

Previously, pseudo-slug had been thought to occupy a narrow range on the classic flow 

pattern map. However, recent studies show that pseudo-slug flow can occupy a wider range on 

the flow pattern map, especially in some specific cases such as large wellbores with low liquid 

flow rates, large diameter gas condensate pipelines, and pipes with high inclination angles (Fan 

et al. 2020). As for the inclination angle of the pipe, Figure 2-3 shows the effects of inclination 

angle and superficial liquid velocity on the area occupied by pseudo-slug flow. It shows that as 
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the inclination angle increases from 2° to 20°, the pseudo-slug flow region expands. It also 

shows that the pseudo-slug flow region expands as the superficial liquid velocity increases from 

0.005 to 0.01 m/s. Previous studies also show that the area occupied by pseudo-slug flow 

expands with increasing pipe diameter, reducing pressure, and increasing liquid viscosity 

(Alsaadi 2013, 2019; Ekinci 2015; Rodrigues 2018). 

 

 

Figure 2-3 Area occupied by PS flow in flow pattern map (left: vSL = 0.005 m/s; right: vSL = 0.01 
m/s) (Fan et al. 2020). 
 

2.1.2 Introduction to Churn Flow 

For vertical pipe flow, churn flow is considered as one of the least investigated flow 

patterns due to the complexity of its nature. Figure 2-4 shows a typical flow pattern map for gas-

liquid flow in a vertical pipe (Collignon et al. 2018). Churn flow commonly occurs between the 

slug and annular flows.  
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Figure 2-4 Flow pattern map for gas-liquid flow in a vertical 72-mm pipe (Collignon et al. 2018). 
 

Similar to slug flow, gas pockets flow along with the liquid phase in churn flow but in a 

more chaotic way (Figure 2-5). In churn flow, bullet-shaped Taylor bubbles are distorted because 

of the relatively higher gas flow rates causing asymmetrical random gas pockets (Sekoguchi and 

Mori 1997). It occurs mainly in vertical and near-vertical pipes. There are three “liquid lumps” in 

churn flow as Sekoguchi and Mori (1997) observed in their study, namely slugs, huge waves, 

and disturbance waves. Slugs are liquid lumps that move with an almost constant velocity 

covering the whole cross-sectional area of the pipe. Huge waves referred by other researchers as 

“flooding-type waves” are large liquid waves flowing upward due to the force exerted by the gas 

phase with a gas core in the middle. Disturbance waves differ from huge waves by having 

thinner liquid film, and are dominated in annular flow (Dasgupta et al. 2017).  
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Figure 2-5 Schematic of churn flow (Pagan et al. 2017). 

 

 Some studies show that churn flow observed in larger-diameter pipes has a wider range 

of gas-liquid ratios than smaller pipe diameters (Omebere-Iyari and Azzopardi 2007). Zabaras et 

al. (2013) showed that churn flow was observed in a larger diameter pipe at the same flowing 

condition where slug flow should be observed in smaller diameter pipes. 

 

2.1.3 Similarities Between Pseudo-slug and Churn Flows 

Pseudo-slug and churn flows are commonly considered as two different flow patterns 

mainly because of their visual differences. Parsi et al. (2017) and Soedarmo et al. (2018c) 

provided a detailed discussion about the similarities and differences between pseudo-slug and 

churn flows. In summary, the most significant differences between PS and CH are that CH does 

not exhibit easily distinguishable film and slug regions from a visualization point of view, and 

the liquid phase distribution for CH is more uniform surrounding pipe wall than PS due to 
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gravity effects.  On the other hand, PS has demonstrated more similarities with CH, which can be 

summarized in the following six points. 

1. Flow visualization: Both PS and CH have gas penetration through the liquid structure, as 

illustrated in Figure 2-6.   

 

 
(a). Vertical upward (CH in c &d)                                                          (b) Horizontal 

(vSL = 0.76 m/s; vSg = 10, 23, 35 m/s θ = 90°; d = 76.2 mm)       (vSL = 0.76 m/s; vSg = 17.7 m/s; θ = 0°; d = 76.2 mm) 
 

Figure 2-6 3-D iso-void fraction images from wire-mesh sensor (Parsi et al. 2017). (The first two 
images in (a) correspond to a flow pattern when a conventional slug and churn structure co-exist 
at the same flowing condition; while the last two in (a) show two churn structures at a higher gas 
velocity). 
 

2. Location in the flow pattern map: Both flow patterns exist between SL and SEG. High 

speed camera footage shows that PS flow pattern was observed at near-horizontal and 

inclined pipes and CH flow pattern was observed at near-vertical pipes (Figure 2-7). 
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Figure 2-7 Flow pattern for different inclination angles (Soedarmo et al. 2018c). 
 
 

3. Dimensionless voltage (V’) histograms: They display similar behavior in the time trace of 

liquid holdup equivalent signals and its distribution histogram (Figure 2-8). The 

histogram of PS and CH normally shows a single peak, while it has two peaks for SL 

flow representing film and slug body regions respectively. 

 

 

 

Figure 2-8 Histogram of dimensionless voltage time-trace from capacitance probes for SL, PS, 
and CH (Soedarmo et al. 2018c). 
 
 

SL 
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4. Translational velocity (vT) behaviors: The translational velocity represents the velocity of 

the interface between the gas and the liquid at the front of SL, PS, and CH slug/wave 

body. The relationship between vT and vM in conventional SL flow forms a linear 

relationship. However, PS and CH both have vT values lower than vT expected for SL 

flow, and vT vs. vM will no longer have a linear relationship due to the continuous flow of 

the gas phase that lowers the value of vT as shown in Figure 2-9. 

 

 

Figure 2-9 vT vs vM  for SL, PS and CH flows (Soedarmo et al. 2018c). 

 

5. Drift flux flow coefficients (C0): Distribution coefficient C0 physically describes the 

distribution of gas in the flow (Parsi et al. 2017).  C0 for PS and CH flow patterns are 

within a similar range and smaller than that for conventional SL flows according to 

previous studies (Parsi et al. 2017; Soedarmo et al. 2018c). Figure 2-10 shows the C0 that 

was back-calculated from experimental liquid holdup from Soedarmo et al. (2018c) for 

high viscosity oil and gas flows (Soedarmo et al. 2018c).  The scattering in SL flow 

region is mainly due to the uncertainties in vD values.  
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Figure 2-10 C0 vs Reynolds number (Soedarmo et al. 2018c). 

 

6. Prediction using models developed for conventional SL flows: Using the SL flow model 

can result in significant discrepancies in pressure gradient predictions (Figure 2-11).  

 

 

Figure 2-11 Comparison with model predictions (Soedarmo et al. 2018c). 
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2.2 Previous Modeling Studies on Pseudo-slug and Churn Flows 

This section introduces the previous modeling work on churn and pseudo-slug flow 

respectively.  

2.2.1 Previous Modeling Studies on Churn Flow  

The previous hydraulic models for churn flow can be classified into three categories, 

namely modified slug flow model or unit cell model, drift-flux model, and modified segregated 

flow model.  This section introduces the concept respectively for each category.  

2.2.1.1 Modified Slug Flow Model for Churn Flow 

Tengesdal et al. (1999) proposed two hydrodynamic models based on the modified slug 

model (or unit cell slug model) and drift-flux model to predict the liquid holdup and pressure 

gradient. As for the modified slug flow model, CH flow is assumed to have two separate regions, 

namely gas pocket and liquid film regions, and modeled by modifying Chokshi (1994) unit-slug 

model for CH flow. The general liquid mass balance equation for a slug unit moving at PM\] 

(translational velocity) is expressed as: 

PE8 = PM\] ^
_8E
_E`

a (1 − R8E) + PM\] f1 − ^
_8E
_E`

ag (1 − RM\) − hPM\] − P88Ei(1 − R8E) (2-1) 

where, PM\]	is the Taylor bubble front velocity, _8E is liquid slug length, _E` is slug unit length, 

R8E is the void fraction in the liquid slug region, RM\  is the void fraction in the Taylor bubble 

region, and P88E is the liquid velocity in the liquid slug region. 
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The mixture velocity is expressed as: 

PF = P88E	(1 − R8E) + PW8E	R8E (2-2) 

The following expression shows that the amount of liquid that moves upstream relative to 

the bubble has the same value as the liquid that is overrun by the liquid slug. 

(PM\] − P88E)(1 − R8E) = hPM\] −	P8M\i(1 − RM\) (2-3) 

Four more equations are required to solve the mass and volume balances equations, 

including the correlations for PM\] (translational velocity), P8M\  (liquid velocity in gas pocket 

region)	, P78E (gas velocity in slug body), and R8E (void fraction in slug body). 

The total pressure gradient of the slug unit is given as:  

^
?j

?_
a
klkmn

= ^
?j

?_
a
WAmoBkmkBlpmn

+ ^
?j

?_
a
]ABKkBlpmn

 (2-4) 

^
?j

?_
a
klkmn

=
_8E
_E`

		V8E		H	 sin [	 +	
_8E
_E`

	
CF		V8E		P

T
F

2?
 (2-5) 

where, V8E is the liquid density in the liquid film region, given as: 

V8E = (1 − R8E)	V8 + R8E	VW  (2-6) 

CF  is the Moody friction factor, which is a function of the Reynolds number: 

t>uF =
V8E	PF	?

U8E
 (2-7) 

where, U8E is the liquid slug viscosity, given as: 

U8E = (1 − R8E)	U8 + R8E	UW (2-8) 

 

2.2.1.2 Drift Flux Model 

The drift flux model treats the two-phase flow as a mixture. It is considered as an 

improvement over the homogeneous model and a simplification of the two-fluid model. The 
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general concept of the drift flux model was first proposed by Zuber and Findlay (1965) and later 

modified by many researchers, such as Wallis (1969) and Ishii (1977). It models the void 

fraction as a function of superficial gas velocity, mixture velocity, drift velocity, and flow 

distribution coefficient. França and Lahey (1992) and Danielson and Fan (2009) have shown that 

the drift flux model for liquid holdup estimations can be applicable for segregated flow patterns 

even if it is originally suitable for mixed flow patterns such as bubble flow.  

The general equation of the drift flux model is given as follows: 

R =
PE7
P7

=
PE7

;<PF + PQ
 (2-9) 

where R is the void fraction; PE7  is the superficial gas velocity defined as the gas volumetric 

fraction divided by the pipe cross-sectional area; P7 is the average actual gas velocity, which is 

the superficial gas velocity divided by the void fraction as expressed in the following equation. 

P7 =
PE7
R

 (2-10) 

PF is the mixture velocity which is the summation of the superficial velocities of both phases. ;< 

is the flow distribution coefficient which represents the effect of void fraction and velocity 

distribution on flow behavior and is expressed mathematically in the following equation: 

;< =
< R	PF >

< R >< PF >
 (2-11) 

The sign "< >" indicates the pipe cross-sectional averaged value. Figure 2-13 illustrates the 

cross-sectional averaged concept in a pipe by dividing the cross-section into small grids with a 

total number of N. The cross-sectional averaged void fraction < R >, mixture velocity < PF >, 

and the product of the void fraction and mixture velocity < RPF > are expressed in Equations 2-

12 to 2-14, where i refers to the ith grid. In the example shown in Figure 2-13, the void fraction 

and mixture velocity are maximum at the pipe center and decrease approaching the pipe wall.  
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The corresponding ;< is 1.14 according to Equation 2-11. One can also easily find that ;< should 

equal one when the void fraction or mixture velocity is uniformly distributed at the pipe cross-

section.  

< R >	=
∑RB
t

 (2-12) 

< PF >	=
∑PFB
t

 (2-13) 

< RPF >	=
∑(RBPFB)

t
 (2-14) 

 

 

(a)                                                                                             (b) 

Figure 2-12 Example to illustrate the average cross-sectional view of multiphase flow in a pipe 
(a) void fraction values (b) mixture velocity values. The corresponding flow coefficient is 1.14. 
 

PQ in Equation 2-9 which represents the velocity of the gas phase in a stagnant liquid 

column is the void fraction weighted cross sectional area averaged drift velocity indicated by the 

sign "<< >>". The numerical expression for PQ in Equation 2-9 is given by: 

<< PQ >>	= 	
< R	PQ >

< R >
 (2-15) 
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       The value of ;< depends on the void and velocity distribution in the pipe. Zuber and 

Findlay (1965) used a hypothetical fluid flow model in a pipe and proved that ;< equaled to one 

if the concentration was uniform (i.e., void fraction in the center, RK, equaled to the void fraction 

next to the pipe wall, Ry), greater than one if RK is greater than Ry, and less than one if RK is 

lower than Ry.  They also illustrated how the void and velocity distribution impact the flow 

distribution coefficient as illustrated in Figure 2-14.  A more pointed velocity or void fraction 

distribution (such as conditions I and II) results in a higher ;< compared to the case with a more 

flat distribution (condition III). The higher the difference between the void fraction at the pipe 

center and the pipe wall, the higher the ;<. 

 

 

Figure 2-13 The distribution parameter vs. the ratio of void fraction next to the pipe wall and the 
center of the pipe for different velocity and void fraction distributions (Zuber and Findlay 1965). 
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There are dozens of studies after Zuber and Findlay (1965) developed correlations for the 

flow distribution coefficient and the drift velocity trying to capture the flow behaviors under 

different conditions. Table 2-1 summarizes the drift-flux correlations developed by the previous 

studies.  The earlier studies assumed that the distribution parameter has a constant value, which 

is applicable only for a specific flow pattern. Hibiki and Ishii (2003) proposed three ;< 

correlations for bubbly, slug, and annular flow by including the gas-liquid density ratio z{|
{}
~ and 

the void fraction. Choi et al. (2012) proposed the ;< equation based on the work of Hibiki and 

Ishii (2003) and Fabre and Line (1992) by considering the mixture Reynold’s number in addition 

to the density ratio and void fraction. Based on the work of Choi et al. (2012), Bhagwat and 

Ghajar (2014) developed a correlation for the distribution parameter that includes various two-

phase parameters such as two-phase density ratio, mixture Reynold’s number, gas volumetric 

flow fraction, two-phase friction factor, and inclination angle. 
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Table 2-1 Summary of previous drift-flux models 
 

 

 

Tengesdal et al. (1999) proposed that the total pressure gradient could be calculated using 

the following equation:  

^
?j

?_
a
klkmn

= ^
?j

?_
a
WAmoBkmkBlpmn

+ ^
?j

?_
a
]ABKkBlpmn

 (2-16) 

^
?j

?_
a
klkmn

= VF		H	 sin [	 +	
CF		VF		P

T
F

2?
 (2-17) 
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where, CF  is the Moody friction factor as a function of the mixture Reynolds number: 

t>uF = 	
VF	PF	?

UF
 (2-18) 

The mixture viscosity and density can be calculated as follows: 

UF = 	 (1 − R)	U8 + 	R	UW      (2-19) 

VF =	 (1 − R)	V8 + 		R	VW        (2-20) 

  

2.2.1.3 Modified Segregated Flow Model for Churn Flow 

Pagan et al. (2017) proposed a model for churn and annular flow in small and large 

diameter vertical and near vertical pipes. The model was proposed based on the one proposed by 

Jayanti and Brauner (1994) and was intended to be used for pressure from near atmospheric to 

8900 psia and temperature between 25 and 450°C. The liquid entrainment in the gas core was 

assumed to be part of the liquid film and the gas entrainment was neglected for the purpose of 

simplification. Figure 2-15 shows a schematic of the force balance for the modified segregated 

model presented by Pagan et al. (2017). The interfacial shear stress 	YB		represents the interaction 

between the gas and liquid phases, and the wall shear stress 	Yy		represents the interaction 

between the liquid flow and the pipe wall. The following equations express the force balance for 

the inner (gas) and outer (liquid) control volumes respectively. 
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Figure 2-14 Force balance in a pipe for churn and annular flow patterns on (a) gas core and (b) 
cross-sectional area (Pagan et al. 2017). 

 

−
?j

?_
= 	

4	YB		
?	√R

	+VW	H	 sin [	 (2-21) 

−
?j

?_
=
4	Yy		
?	

+[	VWR	+Vn(1 − R)]H sin [	 (2-22) 

where, dp/dL is the pressure gradient, d is the pipe diameter, YB is the interfacial shear stress, and 

Yy is the wall shear stress, given as:  

	Yy		 = 	
1

2
		Vn		Cn 	(

	PÇn
1 − R

)T (2-23) 

The wall friction factor for the liquid film is given by 

	Cn = 	
16

	L@n]
														for		L@n] < 2100 (2-24) 

	Cn = 	
0.079

	L@n]
<.Tá 								for		L@n] > 2100 (2-25) 

The interfacial shear stress is given by: 
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	YB		 = 	
1

2
		VW		CB 	(

	PÇW
R
)T (2-26) 

where, the interfacial friction factor, 	CB, is given by the average of the interfacial friction factor 

proposed by Wallis (1969),	CB,Z, and Alves (2014),	CB,\ : 

	CB = 		
	CB,Z +	 	CB,\

2
 (2-27) 

	CB,Z = 0.005 + 0.75	h1 − √Ri (2-28) 

	CB,\ = 0.005 + 10(â<.áäã	
å.<ç
é∗ )[

?∗	(1 − R)

4
](ê.ä.ã	

ë.çë
é∗ ) (2-29) 

where, ?∗ is the dimensionless diameter: 

?∗ = ?	í
hVn − VWi	H

X
 (2-30) 

The liquid holdup is calculated from the combined momentum equation derived from 

Equations 2-21 and 2-22: 

4	YB		
?	√R

	+	VW		H	 sin [	 −		
4	Yy		
?	

	−	[	VW	R	+	Vn	(1 − R)	]	H	 sin [	 = 	0 (2-31) 

Once the liquid holdup is determined, the pressure gradient can be calculated from either 

Equation 2-21 or 2-22. 

 

2.2.2 Previous Modeling Studies on Pseudo-slug Flow  

Most of the previous modeling efforts for PS flow treat it as conventional slug flow such 

as OLGA, TUFFP unified Zhang et al. (2003), and Xiao et al. (1990). Previous studies have 

shown that these models fail for pseudo-slug flow prediction.  

Modeling of pseudo-slug flow has emerged in recent years after recent advanced 

experimental investigation on this flow pattern.  There are two models available in the literature 
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for pseudo-slug flow.  One model is based on the drift flux model, and the other is a modified 

unit-cell slug model.  

 

2.2.2.1 Drift-flux Model for Pseudo-slug Flow 

Soedarmo et al. (2018b) and Soedarmo (2019) developed the ;< and PQ correlations 

based on Bhagwat and Ghajar (2014). The main equation of ;< presented by Bhagwat and 

Ghajar (2014) is shown as follows: 

;< =
2 − (V7/Vn)

T

1 + (L@M: 1000⁄ )T
+
fhï(1 + (V7/Vn)T cos[)/(1 + cos [)i

(=})
g
T/á

+ 	;<,ê

1 + (1000 L@M:⁄ )T
 

(2-32) 

;<,ê = h0.2 − 0.2ïV7/V8i × ò^2.6 −
PE7
PF

a
<.êá

− ïCM:ô × ^1 −
ö7

ö7 +ö8
a
ê.á

 (2-33) 

L@M: = 	
V8PF?

U8
 (2-34) 

The main structure of the equation was first presented by Fabre and Line (1992) and used 

later by Choi et al. (2012). It consists of two terms and each term contains the two-phase 

Reynolds number, L@M:, in the denominator, which accounts for the transition from low to high 

Reynolds number or laminar to turbulent flow. For small L@M: values (L@M:< 1000), the first 

term becomes dominant and the second term is nominal; while it is the opposite for large L@M:, 

i.e., the second term becomes more dominant when L@M: increases from 1000. It has been 

observed by several studies that ;< presents two regions depending on the Reynolds number. 

Fabre (1994) showed that ;< approaches to 2 when the flow is laminar, and it is close to 1.2 

when it is turbulent flow, as illustrated in Figure 2-16.   
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Figure 2-15 Experimental Results for C0 (after Fabre 1994). 

 

Figures 2-17 and 2-18 show the ;< value as a function of L@M: estimated by Bhagwat and 

Ghajar (2014) for different ;<,ê and  {|
{}

 values respectively.  The flat line for the lower values of  

L@M: represents the numerator of the first term in Equation 2-32, and the flat line for the higher 

L@M: values is the numerator of the second term in Equation 2-32. Bhagwat and Ghajar’s (2014) 

correlation for the ;< accounts for phase density ratio, gas volumetric flow fraction, two phase 

flow quality, pipe orientation, and two-phase friction factor.   

 

 

Figure 2-16 Distribution parameter ;< as a function of two-phase Reynold’s number L@M: for 
different ;<,ê values (Bhagwat and Ghajar 2014). 
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Figure 2-17 Distribution parameter ;< as a function of two-phase Reynold’s number L@M: for 
different density ratios (Bhagwat and Ghajar 2014). 

 

The effect of the pipe inclination and liquid holdup presented in the second term of the 

equation, hï(1 + (V7/Vn)T cos[)/(1+ cos[)i
(=}), is formulated in a way that puts more 

weight on the pipe orientation in the case of higher values of the liquid holdup (bubbly or slug 

flows) and approaches to unity in the case of lower values of the liquid holdup (annular flow). 

The effect of the gas to liquid density ratio {|
{}

 on ;< by Bhagwat and Ghajar (2014) is illustrated 

in Figure 2-18. It shows that in the case when the density ratio equals one z{|
{}
= 1~, the ;< will 

approach to unity since the mixture will practically be a single phase. The ;<,ê in Equation 2-32 

considers the two-phase flow quality õ|

õ|ãõ}
, gas volumetric flow fraction oú|

où
, and two-phase 

friction factor CM: , such that ;< will be a decreasing function of the void fraction and sensitive to 

lower values of void fraction.  

The drift velocity correlation presented by Bhagwat and Ghajar (2014) is modeled as a 

function of pipe diameter, pipe inclination, fluid properties, and the void fraction, as given by: 

PQ = (0.35 sin [ + 0.45 cos[)í
H?(V8 − V7)

V8
(J8)

<.á;T;. (2-35) 
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;T = 	 ü
	(0.434/ log10(1000U_))

0.15 		 ; for	h1000U_i > 10	

1																																			; otherwise
 (2-36) 

;3 = 	

⎩
⎪
⎨

⎪
⎧
	©

1

0.025
™í

X

HhV_ − V´i?
2¨≠

0.9

																								 ; for	 ™í
X

HhV_ − V´i?
2¨ < 0.025	

1																																; otherwise

 (2-37) 

 

The equation combines the drift velocities at vertical and the horizontal pipes. The 

vertical drift velocity is based on Davies and Taylor (1950) and Dumitrescu (1943), given as  

Pé,o = 0.35ïH?, and the horizontal drift velocity equation is based on (Benjamin 1968), given 

as Pé,Æ = 0.54ïH?. Bendiksen (1984) presented a correlation for the drift velocity in upward 

inclined pipes by combining the vertical and the horizontal drift velocity equations, Pé =

0.35ïH? sin [ + 0.54ïH? cos[. Bhagwat and Ghajar (2014) modified the proportionality 

constant for horizontal drift velocity to 0.45 instead of 0.54 based on experimental data from 

Gokcal et al. (2009).  

Soedarmo et al. (2018b) proposed a new correlation by adjusting the proportionality 

constants in Bhagwat and Ghajar's (2014) model specifically for pseudo-slug flow in upward 

inclined pipes based on data from Fan (2017), Alsaadi et al. (2015), and Langsholt and Holm 

(2007). The correlations are given below: 

;< =
2 − (V7/Vn)

T

1 + (L@M: 1000⁄ )T
+
fhï(1 + (V7/Vn)T cos[)/(1 + cos[)i

(=})
g
âê.å

+ 	;<,ê

1 + (1000 L@M:⁄ )T
 (2-38) 

L@M: = 	
V8PF?

U8
 (2-39) 

;<,ê = h0.2 − 0.2ïV7/V8i × ò^1.0 −
PE7
PF

a
<.TØ

− ïCM:ô × ^1 −
ö7

ö7 +ö8
a
ê.êá

 (2-40) 
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PQ = 	

⎩
⎪
⎨

⎪
⎧
(0.35 sin [ + 0.54 cos[)í

H?(V8 − V7)

V8
;T;.(J8)

({|/{∞)
±≤ 			; for	(;á) < 2	

(0.35 sin [ + 0.54 cos [)í
H?(V8 − V7)

V8
;T;.																						; otherwise

 (2-41) 

;T = 	 ü
	(0.434/ logê<(1000U8))

<.êá 		 ; for	(1000U8) > 10	
1																																			; otherwise

 (2-42) 

;3 = 	

⎩
⎪
⎨

⎪
⎧
	©

1

0.03
™í

X

HhV_ − V´i?
2¨≠																								 ; for	 ™í

X

HhV_ − V´i?
2¨ < 0.03	

1																																; otherwise

 (2-43) 

;á = 5.2765 × 10Ø ^L@M:
V7
V8
a
âT.ë.ë

 (2-44) 

 

2.2.2.2 Modified Unit-cell Model 

Unit-cell model is a conventional approach to model slug flow. Soedarmo (2019) 

presented modifications to the conventional slug unit-cell model for pseudo-slug flow by 

assuming a continuous gas passage, slippage, and interfacial momentum exchange in the pseudo-

slug body or waves. It is worth mentioning that the gas slippage in the slug body in the slug unit 

cell model is commonly assumed to be zero and both gas and liquid move at the mixture 

velocity. It is also assumed that the liquid and gas entrainment can be neglected in the liquid film 

and slug regions for simplicity. Figure 2-19 illustrates the momentum equations of the modified 

unit-cell model for pseudo-slug flow proposed by Soedarmo (2019). 
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Figure 2-18 Illustration of combined momentum equation for modified unit cell model for 
pseudo-slug flow (Soedarmo et al. 2018a). 

 

The general concept of the modified unit-cell model is to divide the pseudo-slug flow into 

two regions, the film and the pseudo-slug body, considering gas slippage in the film region as 

well as in the pseudo-slug body region.  The continuity equations for the film region are given in 

Equations 2-45 to 2-48. Two combined momentum equations for the film and pseudo-slug body 

are described in Equations 2-49 and 2-50 respectively.  

≥`PE8 = ≥:EP8:EJ8:E + ≥OP8OJ8O  (2-45) 

≥`PE7 = ≥:EP7:E(1 − J8:E) + ≥OP7O(1 − J8O) (2-46) 

J8:E(PM:E − P8:E) = J8O(PM:E − P8O) (2-47) 

(1 − J8:E)(PM:E − P7:E) = (1 − J8O)(PM:E − P7O) (2-48) 
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V8(P8O − PM:E)(P8O − P8:E) − V7(P7O − PM:E)(P7O − P7:E)

≥O
 

+YGONGO ^
1

68O
+

1

67O
a −

Y8ON8O
68O

+
Y7ON7O
68O

− (V8 − V7)H¥µ∂	[	 = 0 

(2-49) 

  

V8(P8:E − PM:E)(P8:E − P8O) − V7(P7:E − PM:E)(P7:E − P7O)

≥:E
	 

+YG:ENG:E ^
1

68:E
+

1

67:E
a −

Y8:EN8:E
68:E

− (V8 − V7)H	¥µ∂	[	 = 0 

(2-50) 

 

These two combined momentum equations are solved primarily to obtain the film length 

or liquid holdup in the film region.  The model requires three typical closure relationships for the 

translational velocity, slug body holdup, and slug body length.  These closure relationships were 

developed based on previously available pseudo-slug flow data.  They are presented in Soedarmo 

et al. (2018a) and updated in Soedarmo (2019) by including some high-pressure pseudo-slug 

flow data from Soedarmo (2019) and Rodrigues (2018).  It is worth mentioning that their 

modified unit-cell model requires the liquid holdup prediction from the aforementioned drift-flux 

model proposed by Soedarmo et al. (2018b) for the sake of simplicity.  One of the advantages of 

the unit-cell model is that it also predicts flowing parameters, such as frequency, slug length, 

etc., in addition to pressure gradient and liquid holdup, which could be useful for production 

design and operation.  
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CHAPTER 3 

MODELING PSEUDO-SLUG AND CHURN FLOWS 

 

This chapter first discusses the datasets used for the model development, followed by the 

explanation of the new model, and comparison with other current existing models from 

literature. 

3.1 Experimental Datasets of Pseudo-slug and Churn Flows 

Table 3-1 summarizes the previous experimental studies for the pseudo-slug and churn 

flows. The experimental data sets cover different pipe diameters, pressures (or gas densities), 

inclination angles, and liquid viscosities. These data sets were used in the model development for 

the current study.  In summary, most of these studies used air and water as the testing fluids in 

their experiments, while a few used oil or mixture of water and CMC (Carboxymethylcellulose) 

with different viscosities. The pipe diameter ranges from 0.032 m to 0.189 m, and the pipe 

inclination variates from slightly inclined to vertical (0.5° to 90°).  Most of the pseudo-slug flow 

experiments in the table have the measurements of both liquid holdup and pressure gradient.  For 

the churn flow studies, three of them (van der Meulen, 2012; Zhu 2020; and Skopich, 2012) have 

measured both liquid holdup and pressure gradient, while Parsi et al. (2015ab) and Abdulkadir et 

al. (2019) only reported the liquid holdup, and Owen (1986) only presented data on the pressure 

gradient measurement. There is a total of 1431 data points from the previous experimental 

studies combined. Figure 3-1 shows the data distribution for each nine parameters, including 

inclination angle, pipe diameter, superficial liquid velocity, superficial gas velocity, liquid and 

gas densities, liquid and gas viscosities, and surface tension.  
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Table 3-1 Experimental Conditions of Previous Experiments on PS and CH Flows 
 

Authors Testing Fluids d 
(m) 

θ 
(°) 

p 
(psia) 

µL 
(cp) 

vSL 
(m/s) 

vSg 
(m/s) FP Measurem

ent 
(Fan et al. 2019) Air, Water 0.0762 2 - 20 14.7 1 0.001 - 0.01 2 - 32 PS, SEG dp/dL, HL 

(Alsaadi et al. 2015) Air, Water 0.0762 2 - 30 14.7 1 0.01 - 0.1 2 - 32 PS, SEG dp/dL, HL 
(Guner 2012) Air, Water 0.0762 45 - 90 14.7 1 0.01 - 0.1 2 - 32 PS/CH, SEG dp/dL, HL 

(Rodrigues et al. 2019) N2, Oil 0.155 2 200-400 1.3 0.01 - 0.05 1.4 - 
16.5 SL, PS, SEG dp/dL, HL 

(Alsaadi 2019) Air, Water 0.155 2 14.7 1 0.005 - 0.05 3 - 30 SL, PS, SEG dp/dL, HL 

(Soedarmo 2019) (LPHV) Air, ND50 0.0508 5, 45, 85 14.7 213 0.05 - 2 1 - 16 SL, PS/CH, 
SEG dp/dL, HL 

(Soedarmo 2019) (HPLV) N2, Oil 0.155 2 200-400 1.3 0.01 - 0.05 1.4 - 
16.5 SL, PS, SEG dp/dL, HL 

(Langsholt and Holm 2007) SF6, 
Oil/Water 0.1524 0.5 - 5 51 - 103 1, 1.8 0.001 1 - 3 PS, SEG HL 

(Zhu 2019) Air, Water 0.1016 2 - 90 80 1 0.05 0.1 - 4 SL, PS/CH dp/dL, HL 

(Kjølaas et al 2018) Nitrogen, 
Nexbase 3080 0.189 0.5 652 94.3 1,1.5,2 0.003 -

4 PS dp/dL, HL 

(Parsi et al. 2015a) Air, Water 
with CMC 0.0762 90 14.7 1,10,40 0.46 - 0.76 10 - 27 SL, CH, AN HL 

(Parsi et al. 2015b) Air, water 0.0762 90 14.7 1 0.3 - 0.76 10 - 38 CH, AN HL 

(Abdulkadir et al. 2019) Air, water 0.127 90 14.7 1 0.02 - 0.33 3.5 - 
16.1 CH, AN HL 

(Skopich 2012) Air, water 0.0508, 
0.1016 90 14.7 1 0.01 -  0.05 10 - 30 CH, AN dp/dL, HL 

(Van der Meulen 2012) Air, water 0.13 90 14.7 1 0.004-0.7 3 - 20 CH, AN dp/dL, HL 

(Owen 1986) Air, water 0.032 90 35 1 0.005 - 0.4 2 - 22 CH dp/dL 
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Figure 3-1 Data distribution for different parameters from the experimental dataset. 

 

3.2 New Model Development 

This section discusses the development of the drift velocity, flow distribution coefficient, 

and the model for the pressure gradient prediction, respectively. In the new model, the liquid 

holdup is predicted using drift-flux model with new correlations of drift velocity and flow 

distribution coefficient. The main function of the drift-flux model is given in Equation 3-1, 

where ! is the void fraction, "#  is the liquid holdup, $%&  is the superficial gas velocity, $%# is the 

superficial liquid velocity, $& is the actual gas velocity, $' is the mixture velocity, () is the flow 

distribution coefficient, and $* is the drift velocity.  

 ! = 1 − "# = ./0
.0

= ./0
12.34.5

= ./0
12(./04./7)4.5

     (3-1) 

Considering the non-uniform distribution of the gas and liquid phases at the pipe cross-

section area in an inclined pipe, we propose to use the two-fluid model for pressure gradient 

prediction using liquid holdup predicted from the aforementioned drift flux model.  
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3.2.1 Modeling Drift Velocity  

The gas phase can flow faster upward than the liquid phase due to the buoyancy.  Drift 

velocity reflects the velocity of the gas phase in a stagnant liquid column as a result of the 

density difference.  Previous experimental data showed that the factors that mainly impact the 

drift velocity are the liquid viscosity, pipe diameter, density difference, and inclination angle.  

The drift velocity decreases with increasing liquid viscosity due to the elevated friction at the 

gas-liquid interface (Gokcal et al. 2009). And the drift velocity increases with increasing pipe 

diameter due to the reduced friction surrounding the bubbles. However, previous study claimed 

that the drift velocity was no longer a function of the pipe diameter in extremely large diameter 

pipes since the bubble may be far from the pipe wall (Kataoka and Ishii 1987).  

We improved the correlation based on the experimental data from Gokcal et al. (2009) by 

mainly incorporating the liquid viscosity effects. The formula is given as follows: 

 $* = $*@:;< + ( >?@A B−C7D).)):
).F G − 1H  (3-2) 

 $*@:;< = (0.45 cos O + 0.35 sin O)STUVW7DWXY
W7

   (3-3) 

 ( = Z
0.16 if		O ≤ _

` a
−4.3 × 10Dc BO − _

` aG
_
+ 0.16 if		O > _

` a
  (3-4) 

The drift velocity Equation 3-2 consists of two terms. The first term, $*@:;< , is the drift 

velocity when the liquid viscosity equals 1cp. It is taken from the correlation originally proposed 

by Bendiksen (1984) and employed by many studies afterward (Bhagwat and Ghajar 2014). The 

second term is to account for the viscosity effect on the drift velocity, which also depends on the 

inclination angle.  The data shows that the viscosity effect on the drift velocity remains almost 

constant for inclination angle less than 40°, but gradually reduces as the inclination angle 
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increases from 40° to 90°. We considered this phenomenon by including a coefficient ( as a 

function of inclination angle in the second term of Equation 3-2.  The comparison between 

model prediction and experimental measurement from Gokcal et al. (2009) is shown in Figure 3-

2, in which the points are the experimental measurement for different liquid viscosities and the 

lines are the corresponding model predictions. 

In addition to the liquid viscosity and inclination angle, we propose to set a critical pipe 

diameter boundary, beyond which the drift velocity becomes independent of pipe diameter. In 

this study, we used 0.1m as the critical pipe diameter based on the statement from Kataoki and 

Ishi (1987) that the drift velocity value is increasing with increasing pipe diameter up to about 

0.1 m and does not change much for diameter values of higher than 0.1m based on the 

observation from previous experimental studies.   

 

Figure 3-2 Experimental drift velocity for different liquid viscosity and inclination angles (data 
from Gokcal et al. 2009). 

 

 

 

 

 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 20 40 60 80 100

D
rif

t v
el

oc
ity

  (
m

/s
)  

Inclination Angle θ   ( ° )

μL=0.001 Pa.s
μL=0.104 Pa.s
μL=0.185 Pa.s
μL=0.296 Pa.s
μL=0.412 Pa.s
μL=0.645 Pa.s
μL=0.001 Pa.s (model)
μL=0.104 Pa.s (model)
μL=0.185 Pa.s (model)
μL=0.296 Pa.s (model)
μL=0.412 Pa.s (model)
μL=0.645 Pa.s (model)



36 
 
 

3.2.2 Modeling Flow Distribution Coefficient 

The flow distribution coefficient reflects the distribution of the void fraction (or liquid 

holdup) and mixture velocity at the pipe cross section.  Based on the previous experimental 

studies, the flow distribution coefficient should depend on the Reynolds number, gas void 

fraction, flow rates, inclination angle and pipe diameter, and fluid properties.  

In this study, the distribution parameter equation is constructed considering the effects of 

different parameters, using the back calculated () with the new $* correlation.  The equation 

consists of two terms as given in Equations 3-5. The first term represents the () for low 

Reynolds numbers when the flow approaches to laminar flow (i.e., e?fg < 2000), and the second 

term represents the () for high Reynolds numbers when the flow is close to turbulent flow (i.e., 

when e?fg > 2000). For flowing conditions with low Reynolds numbers, the second term is 

nominal and the first term is dominated; while it is opposite for flowing conditions with high 

Reynolds numbers.  

 () =
:.chDBWX W7i G

j

:4Bklmnj222 G
o + 12pk

:4qj222klmnr
o   (3-5) 

 ln ()tu = v"# + w"#_ + ( + x("#;y − "#):.c  (3-6) 

()tu  is the flow distribution coefficient for flowing conditions with high Reynolds 

numbers.  It consists of four terms, and the each considered different phenomenon as described 

below. 

The ln ()tu  has established a linear relationship with "#  for high liquid flow rate and low 

pressure conditions.  This phenomenon is modeled by the first and third terms in Equation 3-6. 

The coefficient A determines the slope of the linear relationship between ln ()tu	 and "# , and ( 

determines the intercept. The coefficient v is a function of pipe diameter, inclination angle, and 
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the liquid viscosity.  Experimental data shows that it decreases with pipe diameter based on the 

data from Parsi et al. (2015ab) and van der Meulen (2012) for vertical pipes as shown in Figure 

3-3.  However, the experimental data in inclined pipes shows that the pipe diameter effect on the 

slope becomes less noticeable when the pipe deviates from vertical to horizontal (Fan, 2018; Al-

Saadi, 2013; Guner 2013; Al-Saadi 2019).  It also variates slightly with increasing liquid 

viscosity based on data from Parsi et al. (2015a) (Figure 3-4). 

 

 
Figure 3-3 The relationship between ln () and "#  (data from Parsi et al. 2015b and van der 
Meulen 2012). 

 
 

 
Figure 3-4 The relationship between ln () and "#  (data from Parsi et al. 2015a). 
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 Based on these observations, we propose the following equation for the coefficient v. 

v`) is the A when the inclination angle from horizontal, O, is 90°, which decreases gradually 

with increasing pipe diameter or decreasing liquid viscosity. We set the upper and lower pipe 

diameter boundaries at 0.1016m and 0.0508m, between which majority of the experimental data 

locates. The purpose is to minimize the uncertainties if one uses the model outside of the 

experimental condition used for the model development. The vz{| is the minimum value that v 

can be reached at, which is a function of inclination angle. 

 v = }~@(v`), vz{|)  (3-7) 

 v`) = Z
1.07(2.1Ç# + 0.996), Ñ ≤ 0.0508

(−62Ñ_ + 3.1496Ñ + 1.07)(2.1Ç# + 0.996), 0.0508 < Ñ < 0.1016
0.75(2.1Ç# + 0.996), Ñ ≥ 0.1016

 (3-8) 

 vz{| = Z
0.93, O ≤ à

â
−0.22918BO − à

âG + 0.93, O >
à
â
  (3-9) 

 

The coefficient ( in Equation 3-6 determines the intercept of the straight line, which has 

been observed to be decreasing with increasing gas density, based on gas density data of higher 

than 10 kg/m3 from Rodrigues (2018) and Soedarmo-HP (2019) (Figures 3-5, 3-6, and 3-7). 

Based on this observation, we propose the following equation for the coefficient (. 

 ( = ä(@) = ã
−0.0136, åT < 10

8 × 10Dc B WX
:.__cG

_
− 0.0083B WX

:.__cG − 0.0049, åT ≥ 10  (3-10) 
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Figure 3-5 The relationship between ln () and "#  at gas density of 17 kg/}F (data from 
Rodrigues 2018 and Soedarmo 2019). 

 

 
Figure 3-6 The relationship between ln () and "#  at gas density of 25 kg/}F (data from 
Rodrigues 2018 and Soedarmo 2019). 
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Figure 3-7 The relationship between ln () and "#  at gas density of 31 kg/}F (data from 
Rodrigues 2018 and Soedarmo 2019).  

 
 
The second term in Equation 3-6, w"#_, determines the deviation from the straight line as 

a function of liquid flow rate. Please note that the slope of the straight line is determined by v, 

which is a function of pipe diameter, liquid viscosity, and inclination angle, as discussed earlier. 

It has been observed that the () (or liquid holdup) decreases with decreasing $%# until reaching a 

minimum, i.e., w should variate from 0 to wz{|, the minimum that B can be reached at (Figure 3-

8).  When B equals to 0, the relationship between ln () and "#  is linear (when x in Equation 3-6 

also equals 0, which will be discussed later). wz{| reflects the minimum liquid holdup for a 

given condition regardless of the liquid flow rate. We anticipate this minimum to be close to the 

net-zero-liquid-flow (NZLF) condition (Amaravadi et al. 1998).  
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Figure 3-8 The relationship between ln () and "#  for the different liquid flow rates (data from 
Guner 2012 and Parsi et al. 2015b at θ = 90°). 

 

wz{| is a function of pipe diameter, inclination angle, and gas density.  It has been 

observed that, wz{| decreases with increasing pipe diameter at high inclination angles but 

remains almost constant when the inclination angle is small. Figures 3-9 and 3-10 illustrate the 

effect of liquid flow rate effect on ln () for inclination angles of 90° and 2°, respectively. It tells 

that the liquid flow rate effect on () (or "#) is more severe in larger diameter pipes at high 

inclination angles, while it is less obvious for slightly inclined pipes. On the other side, wz{| 

increases with increasing gas density, which can be inferred from data of Rodrigues (2018) and 

Soedarmo (2019) shown in Figures 3-5 to 3-7.  They show a nominal $%# effect on () even for 

very low liquid flow rate. It also tells that the effect of $%#  on () (or "#) is less obvious at high 

gas density conditions.  Besides, we observed that, for small diameter pipes, w starts to decrease 

from 0 when the liquid velocity is less than 0.3 m/s approximately and becomes constant when 

$%# is less than around 0.1m/s based on data from Guner (2012), Parsi et al. (2015b), Fan (2017), 

and Al-Saadi (2013); while for large diameter pipes, w starts to decrease from 0 at a higher $%# 

(we assumed 0.7 m/s based on data from Abdulkadir et al. (2019) and van der Meulen (2012)). 
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Figure 3-9 The relationship between ln () and "#  for the different pipe diameters and liquid flow 
rates in vertical pipes (data from van der Meulen 2012, Guner 2012, and Parsi et al. 2015b). 

 

 
Figure 3-10 The relationship between ln () and "#  for the different pipe diameters and liquid 
flow rates in pipes with 2° inclination angle (data from Al-Saadi 2013 and Al-Saadi 2019). 

 
 

With these observations, we proposed the following equation for w.  The term in the first 

parenthesis of wz{| accounts for the gas density effect on wz{|, and the second term accounts for 

the diameter and inclination angle effects on wz{|. 

 w = ç
wz{|, $%# ≤ 0.1}/è

−êëíì(./7D).:)
./7ëîïD).:

+ wz{|, 0.1}/è < $%# < $%#zñó
0, $%# ≥ $%#zñó

 (3-11) 
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 wz{| = −ò :
:4BWX :)i G

j2ô B U
).)öõ_G

|
 (3-12) 

 ú = Z
0, Ñ < 0.12	ùû	O < à

â

4.7 BBO − à
âG

à
âi G
:)
, else

  (3-13) 

 $%#zñó = Z
0.3, Ñ ≤ 0.0762

).â(UD).)öõ_)
).)c)h + 0.3, 0.0762 < Ñ < 0.127

0.7, Ñ ≥ 0.127
 (3-14) 

 

The last term in Equation 3-6, x("#;y − "#):.c, determines the upward deviation from 

the straight line at high liquid and gas flow rates (or low liquid holdup) conditions.  This 

phenomenon is only observed at high gas density conditions, which is related to the transition 

region between segregated to intermittent flow (Rodrigues, 2018 and Soedarmo, 2019). It has 

been observed that ln () starts to deviate upward from the straight line when $%# increases from 

0.03 m/s, and then remains constant at a $%# of 0.1 m/s, approximately. Besides, the higher the 

gas density, the larger "#  when ln () starts to deviate, which is referred to as the critical liquid 

holdup, "#;y , in this study.  Figures 3-11 to 3-13 illustrate this phenomenon using data from 

Rodrigues (2018) and Soedarmo (2019).  The critical liquid holdup increases from 0.2 to 0.27 

when the gas density increases from 17 to 30 kg/m3.  Please also note that this deviation was not 

noticed for other datasets with low gas density less than 10 kg/m3.  In another word, the critical 

liquid holdup approaches to 0 at low gas density conditions. The coefficient x determines the 

magnitude apart from the straight line, and variates from 0 to 1 depending on the liquid flow rate.  

Based on this observation, we propose the following equation for "#;y  and x.  The lines in 

Figures 3-11 to 3-13 are from the new model prediction with different values of x. All the other 
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coefficients (A, B, and C in Equation 3-6) are determined from the new correlations introduced 

above.  

 "#;y = ä(@) = ç
0, åT ≤ 10

0.0063 WX
:.__c + 0.1217, 10 < åT < 40

0.3, åT ≥ 40
 (3-15) 

 When "# > "#;y , D = 0, otherwise: 

 x = Z
0, $%# ≤ 0.03	}/è

./7D).)F
).`ö , 0.03	}/è < $%# < 0.1	}/è

1, $%# ≥ 0.1	}/è
 (3-16) 

 

 
Figure 3-11 The relationship between ln () and "#  for the different liquid flow rates in a 2° 
upward inclined pipe when gas density is 17 kg/m3 (data from Soedarmo 2019 and Rodrigues 
2018). 
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Figure 3-12 The relationship between ln () and "#  for the different liquid flow rates in a 2° 
upward inclined pipe when gas density is 25 kg/m3 (data from Soedarmo 2019 and Rodrigues 
2018). 
 

 
Figure 3-13 The relationship between ln () and "#  for the different liquid flow rates in a 2° 
upward inclined pipe when gas density is 30 kg/m3 (data from Soedarmo 2019 and Rodrigues 
2018). 

 
 

3.2.3 New Model for Pressure Gradient Prediction 

For the pressure gradient prediction, we adopted the two-fluid model framework (Figure 

3-14) that considers the gas and liquid phase frictional pressure losses separately if the liquid 

phase cannot wet the entire pipe perimeter. This framework is closer to the actual flow behavior 

in pseudo-slug flow.  
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Figure 3-14 Schematic of two-fluid model. 
 

Equations 3-17 and 3-18 are the momentum conservation equations for liquid and gas 

respectively. Equations 3-19 to 3-21 are the formula for the gas wall shear stress, liquid wall 

shear stress, and gas-liquid interfacial shear stress, respectively. 

 

 −Ug
U† °# = 	 	¢#

	%7
	£7
− 	¢§ 	%•	£7 	+å#		¶	 sin O	 (3-17) 

 
 −Ug

U† °& = 	 	¢&
	%0
	£0
+ 	¢§ 	%•	£0 	+å&		¶	 sin O	   (3-18) 

 

 	¢& = ä& 	W0.0j
_    (3-19) 

 

 	¢# = ä# 	W7.7
j

_  (3-20) 
 

 	¢§ = 	ä§ 	W0(.0D.7)	|.0D.7|_  (3-21) 
 

The total pressure gradient can be obtained by canceling the interfacial shear stresses in 

Equations 3-17 and 3-18, and is given by: 

 −Ug
U† =

	®7	%74	®0	%0
	£74	£0

+ å# 	B 	£7
	£74	£0

G 	¶	 sin O + å& 	B 	£0
	£74	£0

G 	¶	 sin O 

 = 	®7	%74	®0	%0
	£n

+ å'		¶	 sin O  (3-22) 
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 Instead of using flat interface configuration (Taitel and Dukler 1976) for the wetted 

perimeters (SL and SG in Figure 3-14) as Soedarmo (2019) assumed for pseudo-slug flow, or 

annular flow configuration as Pagan et al. (2017) proposed in their model, we propose to use 

Zhang and Sarica (2011) wetted perimeter correlations, that considers the inclination angle 

effect. The geometrical parameters in Zhang and Sarica (2011) model assume a double circle 

interface instead of flat interface. However, it has been noticed that their correlation fails to 

capture the trend for liquid holdup less than 0.1 approximately (Figure 3-15). The liquid wetted 

perimeter approaches to annular flow as the liquid holdup reduces below 0.1, which is 

contradicting with the experimental observation.  We proposed another correlation for the liquid 

wetted perimeter for liquid holdup less than 0.15 (instead of 0.1 to be more conservative), as 

given in Equation 3-23.  The relationship between the dimensionless liquid wetted perimeter and 

inclination angle for different liquid holdups before and after the correction is shown in Figures 

3-16 and 3-17, respectively.  

 ©# = Z
©#_´§, O ≤ 	 àâ

aÑ	 ¨B1 − %7_≠•
àU G B

âÆ
à − 1G

h
+ %7_≠•

àU Ø , O > 	
à
â
 (3-23) 

where ©#_´§  is the liquid wetted perimeter assuming a flat interface as proposed by Taitel and 

Dukler (1976). The correlation assumes that the liquid wetted perimeter is close to the one for a 

flat interface for an inclination angle less than 45°, and then gradually changes to the one for 

annular flow (or uniform distribution) as the inclination angle increases from 45° to 90°. This is 

consistent with the experimental observation from previous study (Zhu 2019). 
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Figure 3-15 Liquid wetted perimeter as a function of liquid holdup for different inclination 
angles (predicted by Zhang and Sarica 2011 and Taitel and Dukler 1976). 

 
 

 
Figure 3-16 Liquid wetted perimeter as a function of inclination angle for different liquid holdup 
(predicted by Zhang and Sarica 2011). 
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Figure 3-17 Liquid wetted perimeter as a function of inclination angle for different liquid holdup 
(predicted by the modified Zhang and Sarica 2011). 
 

Unlike segregated flow, the pseudo-slug and churn flow demonstrate an intermittent flow 

behavior, in which “huge waves” travel intermittently and can lead to additional frictional 

pressure drops.  Besides, the liquid film does not travel continuously at an almost constant 

velocity as it is in segregated flow, but flows forward and backward due to the opposing forces 

from the gas phase and gravity.  With these considerations, we propose two modifications to the 

original two-fluid model developed for segregated flow.  

The first modification is the addition of the frictional pressure drop in the gas wetted 

region due to the intermittent “huge waves”.  We propose to add a multiplying factor in front of 

the gas wall friction factor developed for single phase gas flow, ä&_%g , as show in Equation 3-24.  

 ä&' = 2.5	ä&_%g   (3-24) 

where ä&'  is the modified gas wall friction factor for pseudo-slug and churn flows, and ä&_%g  is 

the gas wall friction factor for single phase flow and can be determined from Colebrook (1939) 

correlation.  

In addition, we propose to modify the average liquid film velocity by considering its 

intermittent behaviors.  The modified average liquid film velocity is given in Equations 3-25 to 
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3-28.  To determine the total pressure gradient, the user can simply replace ä&  and $#  in 

Equations 3-19 and 3-21 with the modified ä&'  and $#' .  All the calculation methods for the rest 

parameters in Equation 3-22 are the same with the segregated flow.  

 

 $#' = 	∞	$# = 	∞	 ./7t7   (3-25) 

 ∞ = 11	(Ç# − 0.001)_ +	∞:;<  (3-26) 

 ∞:;< = Z
0.8, O < à

â

(∞`) − 0.8) q Æ
à âi

− 1r
â
+ 0.8, O ≥ à

â
 (3-27) 

 ∞`) = ã
0.5, Ñ ≤ 0.0508

−904.055(Ñ − 0.0508)F + 0.5, 0.0508 < Ñ < 0.127
0.1, Ñ ≥ 0.127

 (3-28) 

$#' is the corrected average liquid film velocity. The coefficient ∞ accounts for the 

effects of inclination angle, pipe diameter, and liquid viscosity on the average liquid film 

velocity. ∞:;< is the correction factor for fluids with viscosity of 1cp, and ∞`) is the correction 

factor for fluid flow in vertical pipes. It is hypothesized that the average liquid film velocity 

reduces as the pipe diameter increases based on the experimental data in vertical pipes (Skopich 

2012; Van der Meulen 2012).  However, the diameter effects are not obvious for fluid flow in 

slightly inclined pipes due to less gravity effects based on data from (Alsaadi 2013, 2019). In 

addition, the coefficient decreases with increasing inclination angle. This might be due to the 

increase of the gravity effect that increases the amount of liquid film reversal.  Furthermore, a 

higher liquid viscosity results in a higher coefficient (or the average liquid film velocity). This is 

expected as a higher liquid viscosity can prevent the liquid film from flowing backward due to 

the high liquid wall friction.  
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3.3 Model Evaluation 

Based on the experimental dataset, the liquid holdup and pressure gradient are noticed to 

be mainly affected by the following parameters, superficial gas velocity $%& , superficial liquid 

velocity $%#, inclination angle  O, pipe diameter Ñ, liquid viscosity Ç# , and gas density å& .  This 

section discusses the effect of different parameters on the liquid holdup and pressure gradient 

respectively, followed by the comparison with other available models.  

 

3.3.1 Parametric Analysis on Liquid Holdup  

The increase of gas flow rate decreases the liquid holdup in all experimental studies. The 

magnitude of the increment of liquid holdup with increasing gas flow rate, however, reduces as 

the gas flow rate increases. The increase of liquid flow rate increases the liquid holdup and is 

more obvious at higher $%&  values near the transition boundaries between pseudo-slug/churn 

flow to segregated flow.  The following plots shows the effects of the gas and liquid flow rates 

on the liquid holdup, from different datasets.  

 

 
Figure 3-18 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Abdulkadir et al. 2019). 
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Figure 3-19 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from van der Meulen 2012). 

 
 

 
Figure 3-20 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Fan 2017). 

 

 
Figure 3-21 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Al-Saadi 2013). 
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Figure 3-22 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Guner 2012). 

 

 
Figure 3-23 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Rodrigues 2018 and Soedarmo-HP 2019). 

 
 

 
Figure 3-24 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Kjølaas et al 2018). 
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Figure 3-25 Experimentally measured liquid holdup vs. superficial gas velocity and the proposed 
model prediction (data from Parsi 2015b). 

 

 
Figure 3-26 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction (data from Skopich 2012). 

 

The experimental data also show that the liquid holdup slightly variates and then 

decreases with increasing inclination angle from horizontal to vertical. The effect is more 

noticeable at lower $%&  values, as shown in Figures 3-27 and 3-28, data from Zhu (2019) and 

Soedarmo (2019). As for the diameter, the bigger the diameter the smaller the "# , as shown in 
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Figure 3-27 Experimentally measued liquid holdup vs inclination angle and the proposed model 
prediction (data from Zhu 2019, different color represents different gas flow rates). 

 
 

 
Figure 3-28 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction (data from Soedarmo 2019). 
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Figure 3-29 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction at $%# = 0.46 m/s (data from Parsi 2015a). 

 
 

 
Figure 3-30 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction at $%# = 0.61 m/s (data from Parsi 2015a). 

 

 
Figure 3-31 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction at $%# = 0.76 m/s (data from Parsi 2015a). 
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The effect of the å&  is inversely proportional to "#  as if the å&  increases the smaller the 

"#  will become (Figures 3-32 and 3-33). This is due to the increase of the superficial gas 

velocity value at which the transition from segregated to intermittent flow occurs as gas density 

increases (Rastogi and Fan 2020). 

 

 
Figure 3-32 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction (data from Rodrigues 2018). 

 
 

 
Figure 3-33 Experimentally measured liquid holdup vs superficial gas velocity and the proposed 
model prediction (data from Soedarmo 2019). 
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3.3.2 Parametric Analysis on Pressure Gradient  

Pressure gradient is mainly composed of two terms, frictional pressure drop that increases 

with increasing gas flow rate, and the gravitational pressure drop that decreases with increasing 

gas flow rate. The following Figures show the effects of gas and liquid flow rates on the pressure 

gradient.  

 

 
Figure 3-34 Experimentally measured pressure gradient vs. superficial gas velocity and the 
proposed model prediction (data from Rodrigues 2018 and Soedarmo 2019). 
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Figure 3-35 Experimentally measured pressure gradient vs inclination angle and the proposed 
model prediction (data from Zhu 2019, different colors represent different gas flow rates). 

 
  

 
Figure 3-36 Experimentally measured pressure gradient vs superficial gas velocity and the 
proposed model prediction (data from Skopich 2012). 

 

 
Figure 3-37 Experimentally measured pressure gradient vs superficial gas velocity and the 
proposed model prediction (data from Rodrigues 2018). 
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3.3.3 Comparison With Other Models 

The following plots show the parity plots for the proposed model, Bhagwat’s model. 

Soedarmo’s model, and Pagan’s model for both liquid holdup and pressure gradient data. 

 
Figure 3-38 Parity plot of the liquid holdup for the proposed model. 
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Figure 3-39 Parity plot of the liquid holdup for Bhagwat and Ghajar’s (2014) drift flux model. 

 

 
Figure 3-40 Parity plot of the liquid holdup for Soedarmo’s (2019) drift flux model. 
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Figure 3-41 Parity plot of the liquid holdup for Pagan’s (2017) model. 

 

 
Figure 3-42 Parity plot of the pressure gradient for the proposed model. 
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Figure 3-43 Parity plot of the pressure gradient for Bhagwat and Ghajar’s (2014) drift flux 

model. 
 

 
Figure 3-44 Parity plot of the pressure gradient for Soedarmo’s (2019) drift flux model. 
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Figure 3-45 Parity plot of the pressure gradient for Pagan’s (2017) model. 

 

3.3.4 Statistical Parameters 
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error to the proposed model equals to 24.16% and 23.62% for the liquid holdup and pressure 

gradient, respectively.
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Table 3-2 Average absolute relative errors for liquid holdup prediction 

 

Data set 

Drift Flux Model Unit Cell Modified 
SEG 

Bhagwat 
and 
Ghajar 
(2014) 

Bonnecaz
e et al. 
(1971) 

Shipley et 
al. (1984) 

Gomez et 
al. (2000) 

Tengesdal 
et al. 
(1999) 

Soedarmo 
et al. 
(2018) 

New 
Model 

Soedarmo 
(2019) 

Pagan et al. 
(2017) 

Fan (2017) 65.65% 63.62% 75.37% 34.21% 73.38% 10.62% 6.39% 10.62% 56.21% 
Alsaadi (2013) 26.84% 111.88% 121.69% 72.35% 70.35% 33.56% 16.31% 33.56% 39.41% 
Guner (2012) 38.03% 113.51% 123.16% 75.04% 68.89% 27.30% 18.83% 27.30% 82.07% 
Rodrigues (2018) 64.39% 152.36% 179.68% 69.58% 36.96% 74.50% 18.69% 28.87% 69.59% 
Alsaadi (2019) 43.93% 120.97% 132.14% 66.19% 72.46% 28.80% 17.18% 28.80% 64.88% 
Soedarmo (LPHV) 
(2019) 6.43% 30.52% 24.46% 45.79% 50.83% 9.66% 4.29% 9.66% 34.82% 

Soedarmo (HPLV) 
(2019) 42.76% 81.22% 95.11% 36.78% 37.91% 45.48% 11.15% 19.29% 61.31% 

Longsholt and Holm 
(2007) 87.94% 29.24% 46.69% 37.12% 46.56% 19.91% 12.45% 13.65% 92.25% 

Zhu (2019) 22.08% 7.55% 10.63% 39.54% 37.86% 14.06% 8.07% 14.06% 58.19% 
Kjølaas et al. (2018) 6.02% 4.58% 4.92% 5.20% 9.35% 13.16% 7.85% 93.27% 37.46% 
Parsi et al. (2015a) 28.36% 31.39% 32.05% 27.57% 75.88% 47.36% 11.59% 47.36% 16.12% 
Parsi et al. (2015b) 61.69% 78.00% 80.85% 54.78% 72.95% 44.36% 10.02% 44.35% 27.34% 
Abdulkadir et al. 
(2019) 134.46% 398.44% 428.40% 260.91% 31.09% 29.15% 29.21% 32.76% 283.80% 

Skopich (2012) 94.86% 455.72% 478.49% 319.09% 50.47% 30.59% 25.99% 30.61% 212.58% 
van der Meulen (2012) 97.22% 424.45% 452.68% 293.34% 38.30% 35.74% 21.79% 35.04% 368.67% 
Total 52.03% 122.75% 134.35% 84.01% 53.84% 29.42% 13.99% 24.16% 89.47% 
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Table 3-3 Average absolute relative errors for pressure gradient prediction 
 

Data set 

Drift Flux Model Unit Cell Modified SEG 
Bhagwat 
and Ghajar 
(2014) 

Bonnecaze 
et al. 
(1971) 

Shipley et 
al. (1984) 

Gomez et 
al. (2000) 

Tengesdal 
et al. 
(1999) 

Soedarmo 
et al. 
(2018) 

Soedarmo 
(2019) 

Pagan et 
al. (2017) 

New 
Model 

Fan (2017) 75.41% 22.68% 25.25% 29.14% 80.14% 19.48% 19.65% 52.63% 16.8% 
Alsaadi (2013) 48.86% 25.98% 25.64% 35.63% 81.93% 23.87% 39.25% 38.39% 25.3% 
Guner (2012) 23.17% 69.85% 80.16% 46.16% 71.01% 24.09% 209.85% 84.80% 21.37% 
Rodrigues (2018) 71.95% 14.50% 21.50% 36.11% 53.10% 12.04% 33.16% 69.74% 7.67% 
Alsaadi (2019) 57.98% 16.37% 19.47% 25.88% 82.59% 30.41% 62.56% 41.46% 14.91% 
Soedarmo (LPHV) 
(2019) 36.42% 53.79% 49.85% 63.96% 67.32% 21.15% 223.74% 44.05% 16.79% 

Soedarmo (HPLV) 
(2019) 65.57% 24.81% 26.99% 44.92% 59.40% 15.25% 40.32% 284.77% 12.82% 

Longsholt and Holm 
(2007) 81.37% 26.41% 34.94% 38.08% 45.62% 16.44% 30.82% 55.61% 15.41% 

Zhu (2019) 21.52% 11.59% 14.74% 38.58% 37.72% 11.93% 18.58% 57.66% 9.02% 
Kjølaas et al. (2018) 82.37% 81.42% 81.62% 82.43 82.73% 15.49% 99.03% 335.27% 10.53% 
Skopich (2012) 70.09% 354.76% 374.73% 242.68% 56.50% 30.69% 2812.55% 218.27% 24.58% 
van der Meulen (2012) 73.48% 344.89% 368.59% 237.88% 35.41% 29.30% 7148.87% 303.30% 23.09% 
Owen (1986) 43.27% 85.39% 102.35% 61.85% 60.89% 40.68% 1261.13% 69.08% 29.63% 
Total 54.27% 59.49% 65.28% 56.38% 63.95% 23.62% 1021.3% 91.44% 19.10% 
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CHAPTER 4 

SUMMARY AND RECOMMENDATIONS 

 

A simplified unified hydraulic model for pseudo-slug and churn flows was developed 

based on experimental studies that covered different parameters in different ranges of values. 

The experimental dataset was taken from sixteen experimental studies, ten of which are studies 

on pseudo-slug flow pattern and six on churn flow pattern. The new model predicts the liquid 

holdup using the drift flux model with new correlations for the drift velocity and the flow 

distribution coefficient. The drift velocity correlation was developed based on the experimental 

study from Gokcal et al. (2009), who studied the effects of liquid viscosity and inclination angle 

on the drift velocity. The flow distribution coefficient is then back calculated using the drift 

velocity predicted from the new model, and the measured liquid holdup using the drift flux 

model equation. The development of the distribution coefficient correlation was based on the 

back calculated values, which showed clear trends with different parameters. The predicted 

liquid holdup was employed in the pressure gradient calculations based on the two-fluid model 

framework with modifications on gas and liquid shear stresses considering the oscillation nature 

of the intermittent flow.  

 The developed model in this study captures the effects of inclination angle, gas 

and liquid flow rates, and fluid properties, such as liquid viscosity and gas density. The 

inclination angle ranges from horizontal to vertical with the majority of the data lies in the 

vertical inclination and near horizontal and the rest of the data points lies between 5° and 85° in 

an almost even distribution. The pipe diameter values in the dataset start from 0.032 m to 0.189 

m with the majority of data below 0.1 m. In most of current experimental studies, the liquid 
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phase used is water and few of them used oil due to the practicality and ease to use water over 

other higher viscous fluids. By including more experimental studies in the future on pseudo-slug 

and churn flow patterns that especially cover wider range of parameters, the modeling work 

could be more improved and be more representative to the real-world situation.   
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