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ABSTRACT

With the increased interest in primary and improved recoverjrom unconventional reser-
voirs, unusual characteristics of PVT behavior in hano-posehave attracted more attention.
It has been established that the pore size in uences thermpdamic properties and PVT
behavior of the reservoir uids due to the change in inter-mecular, capillary, and surface
forces. There have been a number of studies on phase behawumonano-pore con nement
which reveal inconsistent and contradicting results abouhe shift of the critical point and
the shift of the pressure-temperature diagram. This thesi®cuses on Monte Carlo simula-
tion technique taking the statistical mechanics into accau to model the PVT behavior of
hydrocarbons. Grand Canonical Monte-Carlo ensemble is slied to observe the e ect of
con nement on phase behavior of pure methane by taking intooaosideration the e ects of
the inter-molecular forces and the interaction between wl particles and solid surface. Un-
der isothermal conditions, density of methane is calculadefrom Monte Carlo simulation at
di erent pressures to determine the bubble point. Resultsra compared with the published
studies and the di erences are discussed. The size of the glation box a ects the results
of Grand Canonical Monte Carlo simulation signi cantly. Therefore, this thesis questions
some of the conclusions drawn in the literature about the bidte point and the critical point
shift. Consequently, it is suggested that the results of metular simulations should not be
used as absolute phase-behavior benchmarks in nano-porstess without con rmation by

independent means.
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CHAPTER 1
INTRODUCTION

This thesis presents the research work performed under the ¢tdmventional Reservoir
Engineering Project (UREP) for the partial ful llment of the requirements for a Master
of Science (MSc) degree in Petroleum Engineering Departniaat the Colorado School of
Mines. The work critically evaluates some recent approachdo study phase behavior of
pure methane in con nement; namely, the methods using eqiatium thermodynamics with
capillary pressure e ect and statistical mechanics. Inchling capillary pressure in equilibrium
thermodynamics models has been the rst step in understanay phase behavior in the nano
pores of shale reservoirs. Due to the growing interest in thaetails of the molecular level
phenomena, statistical mechanics has been one of the popu@proaches in the study of
phase behavior. This research presents a critical discussiof the results of a molecular
simulation study to demonstrate the limits of this approachand warns against overrating

the conclusions derived by them.
1.1 Problem Statement

Phase behavior is an important parameter to simulate the pduction performance of
hydrocarbon reservoirs. In conventional oil and gas reseits, most commonly used experi-
mental and simulation techniques to de ne hydrocarbon phasbehavior are the PVT cells,
and equation of state, respectively.

On the other hand, unconventional reservoirs are tight andhe pores are in nano scale,
which a ects the phase behavior of uid because of interaains between uid particles
and pore wall (Pitakbunkate et al. 2016). There are some ongg studies to develop an
experimental method to measure PVT properties of uids in nao-chips and there are other
simulation studies considering equilibrium thermodynanss and statistical mechanics (Wang

et al. 2014; Parsa et al. 2015). Equilibrium thermodynamicgses conventional equation of



state with capillary pressure e ect and statistical mechaigs uses inter-particle forces between
uid particles and pore wall particles.

Pitakbunkate et al. (2016) used statistical mechanics to stly the phase behavior of
hydrocarbons in con ned environment and observed a large ithin critical point in pores
under 7 nm. However, the simulation box size they used was na@irgje enough to see the
phase transition accurately. There is no discussion on thettmum simulation box size in the
literature either. Therefore, this study focuses on the re#is of Pitakbunkate et al. (2016) to
discuss the e ect of simulation box size and to emphasizekdi all other modeling techniques,
molecular models have their inherent limitations, which nght considerably in uence the
conclusions obtained by them. To keep the simulation time a manageable level, in this
study, pure methane was used. Moreover, to mimic the shalernpowalls, in nite graphite
sheets were used in atomistic simulation with graphical useterface built by Virtual Nano

Lab.
1.2 Objectives

Problem statement and motivation behind this study lead to lhe following objectives:

1. Build a numerical, molecular simulation model, which taés into account the bubble
point suppression, to see the e ect on the cumulative prodtion in a multi-fractured

horizontal well located in an unconventional reservoir.

2. Compare phase behavior results of molecular simulatiostétistical mechanics) and

equilibrium thermodynamics (equation of state with capitry pressure).

3. Present a discussion and fundamentals of statistical nfemics for the study of phase

behavior in nanopores.

4. Use a molecular simulation model to demonstrate the e ectf simulation box size on

predicted phase behavior.



5. Reproduce the results of Pitakbunkate et al. (2016) to hindight the diverse conclusions

that can be reached with di erent simulation box sizes.

6. Discuss the forces a ecting the phase behavior of hydrabans in bulk condition,

micro-scale con nement, and nano-scale con nement.
1.3 Method of Study

Monte Carlo simulation and numerical simulation methods & used in this research. In
Chapter 2, a trilinear numerical model is used to generate ¢hcumulative production at
di erent pore sizes, which have an impact on the cumulativerpduction of a hydraulically
fractured horizontal well. In Chapter 3, we present the Pen&obinson equation of state
and equations used in molecular simulation in detail. To ruthe Monte Carlo simulation of
statistical mechanics, we used RASPA, which is a moleculamsilation software developed
by Dubbeldam et al. (2016) for adsorption and di usion in exble nanoporous materials.

In Grand Canonical Monte Carlo Simulations (GCMC), for a gien temperature and
pressure, Peng-Robinson equation of state is used to ca#tel the chemical potential ()
of the universe surrounding the simulation box. The chemitgotential of the universe
is supposed to be constant at given temperature and pressurén GCMC simulation,
is an input parameter that controls the number of particlesriside a simulation box. The
simulation allows particles to move around until chemical gitential of the simulation box
reaches an equilibrium with the surrounding universe for ea Monte Carlo cycle. (Frenkel
and Smit 2001)

For each Monte Carlo cycle, the software runs the algorithmna prints a uid density as
an output. The total number of Monte Carlo cycles is determied at the very beginning of
the simulation as an input. In our study, we used 10,000 cydlé¢o get accurate results. To
estimate the optimum number of cycles required for an accumMonte Carlo simulation, we
ran several simulations with di erent number of Monte Carlocycles, at a given temperature

(155 K) and pressure (1000 kPa). The results of the simulatis are presented in Figure 1.1.



Simulations with more than 8000 cycles yielded consisteytsimilar results, which made us
set the minimum number of cycles at 10,000.

At the end of the simulation, average uid density is printedas the nal result. This
process is repeated for di erent pressures at constant teragatures. The idea was to increase
the pressure with a speci c increment under isothermal coittbns. In this study, pressure
increments were 10 kPa. Finally, pressure vs. density withathermal lines is plotted to

observe the phase transition point.

Monte Carlo Cyles vs. Density of Methane at 155
Kelvin, 1000 kPa

Density, kg/m3

0 2000 4000 6000 BDOO 10000 12000

Mumber of Cycles

Figure 1.1: Output of molecular simulation at every 1000th Mate Carlo cycles. At the
beginning, we observe oscillating results. As the number ofdvite Carlo cycles increases,
the calculated average density of con ned methane convegy® a stabilized value.

1.4 Contribution of the Study

In the recent studies of phase behavior in con nement, thegpears to be a disagreement
on the shift of the critical point. In some studies (e.g., Sapanee 2011 and Teklu et al. 2014),
the shift of the phase envelope is predicted based on a presdrshift in the critical point
whereas, in some others (Firincioglu et al. 2013), the criat point is assumed to be xed
while the rest of the phase envelope can shift. The results @frecent molecular simulation
study (Pitakbunkate et al. 2016) have appeared to support # former perception. This

study scrutinizes the molecular simulation approach to véy the validity of this notion.



Because molecular modeling is becoming a common technigoestudy hydrocarbon phase
behavior in unconventional reservoirs and Grand Canonicionte Carlo simulation has been
proposed as a powerful method to answer some of the criticalegtions (Pitakbunkate et
al. 2016), this study draws attention to the potential inteference of the limitations of the
research methods with the inferences of the research by shagvthat the predicted shift of

the critical point is a result of the selected simulation bosize.
1.5 Organization of the Thesis

This thesis is divided into ve chapters namely; introducton, discussion of the e ect of
phase behavior changes due to pore proximity on cumulativeq@uction, statistical mechan-
ics model for phase behavior, results and discussion, carstbn and recommendations.

Chapter 1 contains background of this study, problem statemé& objectives of the thesis,
the method of study, contribution to the literature and the aganization. It also presents
recent studies on phase behavior of hydrocarbons in nanopsr

Chapter 2 considers an approximate model to highlight the ipact of PVT behavior
in pore-con nement on the production behavior of wells in uconventional reservoirs. A
numerical trilinear model is used for this purpose with the Fincioglu et al. (2013) correlation
of phase behavior in con nement. Chapters 3 and 4 present tlgetails and the results of
the research. An overview of the basics of statistical mechias and molecular simulation is
presented in Chapter 3. In Chapter 4, Grand Canonical Monte &lo simulation results and
the e ect of simulation box size are discussed. This chaptaiso compares the results of this
study to that of the work of Pitakbunkate et al. (2016).

Finally, Chapter 5 documents the conclusions of the researand makes some recommen-
dations to extend this work for future studies. The codes wbih have been used to generate

the input les for the molecular simulations are presentedni the Appendix.



1.6 Literature Review and Background

Unconventional phase behavior in nanoporous media have beegognized as an impor-
tant factor in modeling and predicting the behavior of uncoventional reservoirs. In this
study, we examine the phase behavior under severe con nermhéless than 10nm pore di-
ameters). Recently, surface forces have been noted to be endominant than the capillary
forces in pores under 60 nm radius (Meyer et al. 2009). Simlig intermolecular forces
become comparable to capillary forces under 10 nm pore sizesfortunately, conventional
PVT cell measurements cannot take into account the capillargnd surface-force e ects and
the technology for the direct measurement of PVT propertiesr nanopores is not yet avail-
able. Therefore, theoretical models based on equilibriurhérmodynamics (Travalloni et al.
2010; Sapmanee 2011; Firincioglu et al. 2012; Honarpour et 2012; Teklu et al. 2014),
experimental models on nano uidics chips (Wang et al. 201®&arsa et al. 2015); and simula-
tion studies based on molecular dynamics (Makimura et al. 2Q; Pitakbunkate et al. 2016)
have been mostly used in the recent studies of phase behaviounconventional reservoirs.

In general, results obtained by di erent methods do not seemo agree due to the inherent
assumptions and limitations of each method. Although, theres an agreement on the shift
of the bubble point and dew point curves, the discrepanciea the magnitude of the shift
predicted by di erent methods are surmounting. Another areaf disagreement is the shift
of the critical point. Some studies start from a shifted crital point to predict the shift of
the rest of the phase envelope (Sapmanee 2011 and Teklu et2114) while some others
use a xed critical point and shift the rest of the phase envepe (Firincioglu et al. 2013).
Even for the cases where a shift of the critical point is premed or allowed, there are large
di erences in the predicted magnitude of the shift.

This research uses Grand Canonical Monte-Carlo (GCMC) sirtation based on statistical
mechanics to calculate the impact of intermolecular forces PVT behavior. The tool used in
the study is RASPA, which is a molecular simulation software faadsorption and di usion in

exible nanoporous materials. A modi ed equation of state pesented by Teklu et al. (2014)



is also used to account for the e ect of capillary forces on PVibehavior and to estimate the
bubble point suppression. While the equation of state takes amnroscopic thermodynamic
properties into account, molecular simulation considersigroscopic properties such as inter-
particle interactions.

We rst introduce the background of our discussions, whichntends to highlight the
di erences of the results obtained by di erent approachesral sheds some light or grow the
skepticism on the causes of the di erences. Then we presehietmethodology used in the
GCMC simulation. Finally, we present our results to demons#te the sensitivity of molecular
simulation to the size of the simulation box and conclude witcomments on the shift of the
critical point observed or used in the previous studies.

Recently, Teklu et al. (2014) studied the e ect of con nemenhon phase behavior of
Bakken oil using Peng-Robinson Equation of State (EOS), w¢h was combined with the
e ect of capillary pressure. They also implemented the ciital temperature and pressure
shifts in nanopores using the method presented by Zarragoechea and Kuz (2004). Both
methods were studied separately and combined for an oil sal@gdgrom Bakken reservoir.
The combination of equation of state with the e ect of capilhry pressure is on the basis of
conventional thermodynamics equilibrium for hydrocarbogsiin nanopores. This combination
is well explained by Ozgen et al. (2016). The vapor and liquiphases reach an equilibrium
when the chemical potential of the liquid phase and the chenal potential of gas phase are
equal. However, the con ned environment causes the interfattension between two phases,
as a result of which the equilibrium is reached at a lower checal potential value.

In conventional reservoirs with larger pores, the interfaal tension is not signi cant and
does not have an e ect on bubble point pressure; however, imeonventional reservoirs which
has nano size pores, the interfacial tension has a signi damect on bubble point pressure.

Figure 1.2, (Firincioglu et al. 2012) shows the di erence in ¢oned and uncon ned cases.



PVT Cell (Bulk) Confined Environment
The imerface is flat The interface is curved

Pgas = Pliquida = Pb Pgas — Pliquia = Pc + 11

Figure 1.2: Representation of vapor liquid interaction in aoned and uncon ned case (Fir-
incioglu et al. 2012).

In the work of Zarragoicoechea and Kuz (2004), it was discesbkthat the critical points
were depended on the ratio between Lennard-Jones size partaneand the pore-throat

radius. The Lennard-Jones size parameter is given by
r—

T

LJ :0:2443 —Cb (11)
Pcb

and the shifts in the critical temperature and pressure areatculated from the following

equations, respectively:

2

Tw T
T, = -®__®-0.9400 -2~ 02415 (1.2)
Teo I'p 'p
and
Po P ’
p, = —% T _g.9400 2 02415 -2 (1.3)
Peo Ip 'p

Pitakbunkate et al. (2016) studied intermolecular interatons and their e ect on phase
behavior of con ned methane-ethane mixture using GCMC sintation. They observed the
shift in the critical points and compared their simulation esults to those calculated by the
method of Zarragoicoechea and Kuz (2004). Pitakbunkate ek £2016) used MUSIC, which
is a molecular simulation software developed by Chempath at. (2013) In our study, we use

RASPA developed by the same research group. RASPA is a more adeed tool using the



most recent methods available in literature (Dubbeldam etla2016)

We begin with comparing the statistical mechanics resultsf ®itakbunkate et al. (2016)
to equilibrium thermodynamics results that we obtained frsm our MATLAB code based on
the algorithm of Firincioglu et al. (2013). Figure 1.3 presentshe phase envelopes of a
binary mixture (30.02% methane and 69.98% ethane) in 5 nm poron nement computed
by Pitakbunkate et al. (2016) from molecular simulation andoy the equilibrium thermo-
dynamics algorithm provided by Firincioglu et al. (2013). Figre 1.3 indicates that the
GCMC simulations of Pitakbunkate et al. (2016) show a largehdt in critical point but a
low bubble-point suppression; on the other hand, equilibrim thermodynamics calculations
used by Firincioglu et al. (2013) do not consider a shift in theritical point but yield a much

larger shift of the bubble-point curve than the molecular snulations.
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Figure 1.3: Comparison of phase behavior of a binary hydrotem mixture (30.02% methane
and 69.98% ethane) in bulk and con ned environments. The yeW dashed-line starts from
15 F because the solution for the roots of the EOS with capillaryorces does not yield
any results for 5 nm con nement below 15F. Moreover, the dew point calculation from
equilibrium thermodynamics are not successful; hence, grthe bubble point line is shown
on the graph.

To explain the large discrepancies observed in Figure 1.3, stadied the phase envelope of
pure methane in 2-nm con nement using RASPA with the VT (constant chemical potential,

constant volume and constant temperature) ensembles. Th&T ensembles are very useful



to observe adsorption and to determine the phase transitiggoint of con ned uids. In VT
simulations, it is assumed that the ensemble is connected &particle bath with in nite
number of particles, which can move around until the systemeaches an equilibrium. In
other words, at xed chemical potential, the density of the gstem uctuates by insertion or
deletion of particles until equilibrium condition is satised.

The GCMC simulation is a well-established technique to motithe molecular movements
in con ned environments. Ismail and Horne (2014) studied mbane and n-butane adsorption
in con ned environment and showed that the GCMC technique lds consistent results with
experiments below 1,000 psi, (see Figure 1.4). As the gure stg although the GCMC
simulation is considered as an accurate and powerful methatimay have some de ciencies.

Having a high-density uid such as liquid phase of a con ned hgrocarbon, insertion of
a particle into the ensemble is rejected with high probabtly because it is hard to nd a
large enough cavity for particle insertion (Yau et al. 1994) To alleviate this problem, a
cavity biased Grand Canonical Monte Carlo method was devegled by Mezei (1980). In this
method, he recommends to modify the process that is used faarpicle insertion in such a
way that the code allows for insertion only at points, wherehte cavity has enough space; in
other words, it is possible to insert a particle in a space wita radius larger than or equal to
the half of the Lennard-Jones size parameter of that particleThe molecular simulation we
used in this thesis (RASPA) uses this method for VT ensembles to increase the accuracy

of the model.
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Figure 1.4: Comparison of GCMC simulation results and exp@niental measurements show-
ing the methane adsorption isotherms; retrieved from (Isnilaand Horne 2014)
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CHAPTER 2
DISCUSSION OF THE EFFECT OF PHASE BEHAVIOR CHANGES DUE TO PORE
PROXIMITY ON CUMULATIVE PRODUCTION

Currently, the most e ective method used to extract hydrocaons from tight reservoirs
is multi-stage fracturing of horizontal wells. One of the ammon approaches to model the
productivity of these wells, is to consider a rectangular shulated reservoir volume (SRV)
encompassing the horizontal well and its hydraulic fract@s. In the analytical formulations
of this approach, known as the trilinear ow model, ow insice the SRV is modeled as an
orthogonal system of linear ows from the reservoir to the hyraulic fractures and from the
fractures to the wellbore, and outside the SRV, only linear w from the outer reservoir
toward the SRV in considered. This chapter rst presents a bef summary of the analytical
trilinear model formulation and then discusses the constation of a numerical model based on
the trilinear ow model geometry to approximately demonstate the e ect of phase behavior
changes due to pore proximity on cumulative production. A aaparison of the results of the
numerical model to those published by Calisgan et al. (201@hd Firincioglu et al. (2012)

is also presented.
2.1 Trilinear Analytical Model

An analytical solution of trilinear model was proposed by Bnan et al. (2011) to investi-
gate the ow behaviors for a multi fractured horizontal wellstaying in a tight reservoir with
a SRV. To simulate the production behavior of horizontal wedl with multi fractures, this
model is used in very tight reservoirs. It couples linear owoccurring in three contiguous
ow regions (Figure 2.1) namely the outer reservoir, inner iervoir, and hydraulic fractures.
The boundary between the inner reservoir and the outer resair is the tip of the hydraulic
fractures and the matrices of the inner and outer reservoilre assumed identical. The in-

ner reservoir contains smaller fractures either naturallpccurring or as a result of hydraulic
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fracture stimulation and the hydraulic fracture may have nite or in nite conductivity. Even
though this model is simple and fast compared to numericalnsulators, it is complex enough
to various run scenarios for homogeneous and dual porosigservoirs. (Albinali and Ozkan
2016) The model can incorporate the two common assumptionsdual porosity idealization,
namely, transient model used by Kazemi (1969), de Swaan O.9{6), Serra et al. (1983),
and pseudo-steady state model introduced by Warren and Ro(1963).

Brown et al. (2011)considered nite conductivity hydraulc fractures. They assumed that
the ow in hydraulic fractures were predominantly 1D but they accounted for the radial
convergence in the vicinity of the horizontal well-fractue intersection by using a choking
skin. The model is for single-phase oil ow and is extended &ingle phase gas ow by using

the pseudo-pressure approach.

Yo = 0ri2

—

( [ITTTTTTTT I TITTTTTT]
uc 'OUTER RESERVOIR COMPRESSIBLE

':;:cm“ * %0 1-D SYSTEM

LT

_ﬁ_ < g BT EQ\:

Figure 2.1: Schematic of the trilinear ow model representip three contiguous ow regions
(outer reservoir, inner reservoir, and hydraulic fracturefor a multiply fractured horizontal
well; modi ed from Brown et al. (2011)

The trilinear model includes several simplifying assumpins:

Linear ow regime is dominant in each of the three contiguousegions; hydraulic

fractures, inner reservoir, outer reservoir

Hydraulic fractures are identical
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Distances between hydraulic fractures are equal
Hydraulic fractures are nite-conductivity porous medium

Properties of each wing of a hydraulic fracture are the same

Construction of the solution starts with the solution of the ow in the outer reservoir,
continuous with the solution of the inner reservoir (stimukted reservoir) problem and nalizes
with the hydraulic fracture solution. Brown et al. (2011) pesented the trilinear ow solution
in Laplace domain as follows:

@8
@t

In Laplace domain, the analytical solution of the ow in oute& reservoir is given as:

Kof 2Py = 4Coo (2.1)

q_—
cosh  —-(Xep Xp)
Pobixp=1 = Pip Jxp=1 q (2.2)

cosh %(xeD 1)

The second step is deriving the inner reservoir solution stang from the Equation 2.3

@p
@t
Brown et al. (2011) presented the solution of the ow insidehte inner reservoir as:

kir 2P = ¢y (2.3)

p__

. - cosh (Yeo  Yp)
PioJxp=1 = Prply,="p) osh p_z(y:D W) (2.4)
2

The nal step is solving the ow inside the hydraulic fracture, which is given as:

coshp_p(l Xp)
sCep. ¢F sinh "¢

Due to the pressure continuity at the interface between theyraulic fracture and the

Prp = (2.5)

wellbore, dimensionless wellbore pressure is calculatesd a

B 5 2.6
SCFDP_Ftanh H = ( )

Pwo = Prp (wp=0) =

As noted earlier, this analytical solution is for single-phge ow and cannot be used to

examine the changes in production performance of the well @to the e ect of con nement
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on phase behavior. The objective of presenting the trilineanodel here was to introduce
the physical system and the well-reservoir geometry consigd in the numerical, two-phase
ow model discussed below. Due to the similarities of the urllying assumptions, we call

the numerical model as trilinear numerical model.
2.2 Trilinear Numerical Model

In this section, to show the importance of the bubble-pointuppression for the production
performances of tight-oil reservoirs, we run a numericaliinear model constructed by using
a commercial software (Rubis module of Kappa). Figure 2.2 regsents a horizontal well
with ten hydraulic fractures producing under constant-presure condition. The pink region
in Figure 2.2 represents the outer reservoir, which does nair¢ain any natural fracture and
has the same permeability as the inner reservoir highliglden green. On the other hand,
the inner reservoir is modeled as a dual-porosity medium negsenting a naturally fractured

reservoir. the properties of the system are given in Table12.Table 2.2, Table 2.3

.....

Figure 2.2: Horizontal well created in Rubis module of KAPPA to isnulate the ow in
unconventional reservoir.

To account for the bubble-point suppression, phase trangn points were calculated by
using the correlation provided by Firincioglu et al. (2012) ad entered into the simulator
manually. The Firincioglu et al. (2012) correlation is basedn a limited data set (three PVT
data sets from three major tight-oil plays) and uses equiliium thermodynamics to calculate

the shift of the phase envelope due to capillary forces in caoement. The e ect of the
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surface forces (interactions between the uid and solid sface molecules) is not considered
in this correlation, but, as noted by Firincioglu et al. (2012, the e ect of surface forces is
negligible comparable to that of capillary forces unless ¢hpore sizes become smaller than 5
nm. It must be noted that the equilibrium thermodynamics regires a separation between
the liquid and gas pressures at bubble-point determined byé¢ capillary and surface forces.
Therefore, to be able to accurately incorporate the phase lwevior under the e ect of pore
proximity into ow simulators, the gas and liquid phase progerties should be determined
at their corresponding pressures. This is possible by usimither a compositional model
or a black oil simulator that can compute phase properties ali erent pressures (such a
simulator was used by Firincioglu et al., 2012). Because theromercial black-oil simulator
(Rubis module of KAPPA) we use in this work is not capable of comyting oil and gas phase
properties at di erent pressures, properties of both phasevere computed at the suppressed

pressure. For the uid composition used in this chapter, pkse see Table 2.4

Table 2.1: Reservoir parameters used in the Kappa simulatidor inner reservoir

Reservoir Type Dual Porosity Pseudo Steady State
Permeability, md 10
Porosity 0.1
Omega 0.1
Lambda 0.025
Matrix Permeability, md 0.001
Shape Factor, 1/ft 0.001
Rock Compressibility, 1/psi 0.000003
Reservoir initial pressure, psi 3000
Reservoir thickness, ft 200
Reservoir temperature, F 220

While the shift in the phase envelope is assumed the result dfet capillary forces, the
inter-molecular forces are ignored because their e ect omé PT diagram has yet to be
modeled. To account for the bubble point suppression we maaidly entered the corresponding
phase transition point calculated using modi ed equation fostate presented by (Firincioglu

et al. 2012)), which includes all the details of the model. Thenly di erence between that
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Table 2.2: Reservoir parameters used in the Kappa simulatidor outer reservoir

Reservoir Type Homogenous reservoif
Matrix Permeability, md 0.0001
Porosity 0.1
Rock Compressibility, 1/psi 0.000003
Reservoir initial pressure, psi 3000
Reservoir thickness, ft 200
Reservoir temperature, F 220

Table 2.3: Horizontal well parameters used in the Kappa simation

Horizontal well length, ft 5000
Hydraulic fracture half length, ft 500
Hydraulic fracture conductivity, ft*md | 5000

model and the simulation that we run in this chapter are the daulation of the oil and gas
properties. Due to the capillary pressure e ect, there is gyposed to be a pressure di erence
between the oil and gas phases, and the properties of thosedyphases are calculated based
on their corresponding pressure. However, because the siatai we used is not capable of
considering the capillary e ect, it assumes that the pressas of each uid phases are equal
and made the calculation based on that. For the uid composibn used in this chapter,

please see Table 2.4.

Table 2.4: Fluid composition used in the numerical trilineamodel

Component Mole %
Nitrogen 0.16
Carbon Dioxide 0.91

Methane 36.47
Ethane 9.67
Propane 6.95
Isobutane 1.44
Butane 3.93
Isopentane 1.44
Pentane 1.41
Hexane 4.33
Octane 33.29
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Figure 2.3 represents the P-T diagram of the uid under bulk caditions, and for 5 nm,
7 nm and 10 nm con nements. From the P-T diagrams in Figure 2.3he bubble-points for
given con nement conditions can be obtained at the reservotemperature of 210 F and

used in the simulation.
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Figure 2.3: Change in P-T Diagram due to con nement. Figure shies the bubble point
pressure for four pore sizes at a reservoir temperature 210

Figure 2.4 shows the change in the bubble point pressure witbespect to the pore size
and indicates that the bubble point approaches to a the valumeasured in a PVT cell (bulk
conditions) as the pore size increases.

Simulations were run for 330 days and the results were obtait in terms of cumulative
barrels of oil produced. Figure 2.5 illustrates the e ect oflte change in pore size on the total
production at 330 days. It must be noted that in this simulaton, the pore size distribution
of the reservoir was assumed to be homogeneous. Figure 2.6@nés similar results obtained
by Firincioglu et al. (2012) for three di erent levels of cagiary pressure;p. = 0 psi (bulk
conditions), 200 psi, and 700 psi (higher capillary pressicorresponds to smaller pore size).
The results in Figure 2.6 indicate that in smaller pore-sizeases, because the gas comes out
from the oil solution at lower pressures, the oil recovery ikigher than those with larger

pore diameters, which is the same conclusion as we derivenirigure 2.5. Firincioglu et al.
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(2012) also presented the following conclusions, which arsed as guidelines in this thesis.
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Figure 2.4: Change in bubble point pressure with increasingope diameter
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Figure 2.5: Cumulative oil production under bulk condition,5-nm 7-nm and 10-nm con ne-
ments

1. Surface forces and the capillary forces in a nano-pore teys cause deviation from

the phase behavior observed in PVT cells. Bubble-point supgssion is observed as a
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function of the interfacial tension between liquid and gashmase based on the radius of

the bubble.

2. The results show that having con nement e ect increasedhe oil recovery because of

the later breakthrough of the gas.

3. As the pore size decreases, the surface forces become cmabfgto capillary forces in
the system. The con guration of the uids in the con nement, geometry of the pore
and the mineral content of the wall has an impact on the e ect®f the surface forces
on the phase behavior of hydrocarbons. Currently, there isorreliable correlation to
account for the e ect of the surface forces on phase behavidrherefore, in this thesis,
a molecular simulation approach is used to improve our ahiks to account for the
interactions not only between the uid molecules but also tereen the uid and solid

(pore surface) molecules.
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Figure 2.6: Gas oil ratio, cumulative oil and gas productiontetrieved from Firincioglu et
al. (2012)
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Results obtained by Calisgan et al. (2017) using the same neldas Firincioglu et al.
(2012) for a single-porosity reservoir with constant and vging mean values of capillary
pressure indicating that they do not show any sensitivity tdoubble point suppressions. On
the other hand, assuming pore size distribution heterogatgein the reservoir, Calisgan et al.
(2017) published that the bubble point suppression has a regve impact on the oil recovery
in the long term,which contradicts the conclusion of Firin@glu et al. (2012), see Figure 2.7.
They also showed that the cumulative gas production is highéhan those cases considering
only single-porosity system. One must be aware of that Firimaglu et al. (2012) focused on a
simple reservoir simulation; whereas, Calisgan et al. (ZD1studied more realistic simulation
cases, at which the capillary pressure is distributed randdy along the reservoir that is the

reason of observing less oil production at higher capillagressure.
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Figure 2.7: E ect of capillary pressure on cumulative produ®n rates retrieved from Calis-
gan et al. (2017)
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CHAPTER 3
STATISTICAL MECHANICS MODEL FOR PHASE BEHAVIOR

The purpose of statistical mechanics models is to treat theawement and interactions of
a large number of particles. Classical mechanics and quamumechanics allow us to treat
the particle behavior of a few bodies by an equation that is sand solved to get momentum
and position vs. time. Application of such a method to a largeumber of bodies is possible
but not practical. Instead of calculating the motion of eachindividual atom, calculating
average macroscopic properties of these bodies and thelaten to the microscopic inter-
particle interactions are more convenient. Using statistad mechanics, we obtain an energy
level distribution of the system which is enough to calculataverage of other thermodynamic
properties such as energy, pressure and speci ¢ heat. (Géy&8010)

Two methods are commonly used for statistical mechanics meld; namely, molecular
dynamics and Monte Carlo simulation. Molecular dynamics ntleod solves classical equations
of motion to generate con gurations for an N body system; orhe other hand, Monte Carlo
simulation method randomly creates con gurations from a sgci ¢ ensemble. (Cheung 2002)
In this thesis we use Monte Carlo simulation, which is explaed in detail in the following

sections.
3.1 Ensembles

To simplify and classify calculations, ensembles are credt An ensemble, rst intro-
duced by Gibbs, contains a large number of duplicates of a g, with exactly the same
thermodynamic (macroscopic) properties. Depending on tHend of an ensemble, the con-
guration of molecules, or the number of molecules involvedaries. Each of these ensembles
represents a state that is likely to exist at a time. Hence, itan be said that for the state
of a system, an ensemble represents the probability disttibon. Commonly used ensem-

bles are micro-canonical, canonical, isothermal-isobarand grand canonical ensembles. In
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micro-canonical ensemble energy, volume and number of palés are constant, in canonical
ensemble, temperature, volume and number of particles arenstant, in isothermal-isobaric
ensemble, temperature, pressure and number of particlegaonstant and in grand canonical
ensemble, temperature, volume and chemical potential arerstant. Probability distribu-
tion of these ensembles are given in Table 3.1 and a summarntloeé ensembles are given by

Nzjacobmartin (2017) in Figure 3.1

Table 3.1: Commonly used ensembles

All States of Probability Distribution
. . 1
Microcanonical (EVN) i = = (3.1)
_ 1 .
Canonical (TVN) (Ei) = o° ! (3.2)
Isothermal-isobaric (TPN) (Ei; V) = le (Ei+PV) (3.3)
Grand Canonical (TV ) i(Ei:Nj) = 1e (Ei+ N0 (3.4)

Figure 3.1: lllustration of the ensembles, modi ed from Nzjambmartin (2017)
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Probability distribution function of each ensemble has a malization constant for Mi-
cro canonical,Q for canonical, for isothermal-isobaric and for grand canonical ensemble.
These normalization constants are called partition funatins, by which the statistical proper-
ties of a system in thermodynamic equilibrium are describedable 3.2 shows the partition
function of each ensemble.

One can see that, in micro canonical ensemble, because epevglume and number of
particles are constant, there is only one energy level thatio be presented by the ensemble;

that is why the partition function equals to one; so does therpbability distribution function.

Table 3.2: Partition functions of common ensembles

All States of Partition Function
X
Microcanonical = 1 (3.5)
X -
Canonical Q= e - (3.6)
Isothermal-isobaric = e E*PVD (37
X

I
(0]

Grand Canonical (Bix N (3.8)

For canonical ensemble, a system in a heat bath at a temperaguT with a constant
number of particles "N" and constant volume "V" is considered ad the number of copies
of this system is denoted by . Then, this ensemble contains N number of particles, V
volume and E energy. These systems are isolated by an impermeable buaheonducting
wall. In other words, they are allowed to transfer heat and riallowed to transfer particles.

The entire ensemble is placed in a heat bath at temperature Ty this case we obtain an
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ensemble with constant N, V, T and the total energy isE. When the ensemble reaches
an equilibrium, each of these systems have the same N, V and Tytmot the same energy
levels. Hence, energy levels of these systems may be repteseasE;(N;V), E>(N;V) etc.
These energy levels are used to specify an energy state of émdre ensemble. Depending
on the energy levels of each systentE{(N;V), E>(N;V) ...), we put them into states 1, 2,
3 ... (McQuarrie 1973)

Table 3.3: Energy States

State No. 1, 2, 3, l...
Energy E;; Ez, Ez, .., Wi
Occupation No. i, a, az, .. Q..

In Table 3.3 "Energy" stands for possible energy states in wdh a system may exist and
"State No" is a label for each of these energy states. "Occupai No" de nes how many
systems are in a speci c energy level and the set of them calla distribution. Following

two conditions must be satis ed by these systems (McQuarri#973)

& = (3.9)
a,-Ej =E (310)

Isothermal-isobaric ensemble is one of the most commonlyedsensembles because it
allows one to compare the simulation results to experimentaesults, which are generally
carried out under controlled temperature and pressure conidns. In the experimental setup,
the particles are isolated, the surrounding universe actsa heat bath, and a piston allows
the volume to be changed. Because the volume and the energg apt constant, there exist
di erent states with di erent energy levels and volumes. Dasity of a pure component can
be calculated by this ensemble under constant temperatur@é constant pressure (Frenkel

and Smit 2001).
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Unlike the other ensembles, in grand canonical ensemble, lglghemical potential, volume
and temperature are constant, the number of particles is notThe partition function is
proportional to the chemical potential and the energy of thesystem. This ensemble is the
most realistic one among all others because it is too hard t@dép the number of particles
constant in a macroscopic system (Valenti 2013). The wall$ the ensemble is permeable and
heat conducting with a xed volume. It is surrounded by a paricle bath which is in nite.
The particles inside the system are allowed to move aroundl 0ther words, they are able to
go to either the particle bath or the simulation box. This moécular movement continues until
the chemical potential of the particle bath and the chemicgbotential of the simulation box
reaches an equilibrium. This particle motions and the Mont€arlo simulation is explained

in details in Section 3.2.
3.2 Monte Carlo Simulation

In this research, Monte Carlo Simulation method is used to aluate the phase behavior
of a system by molecular simulation. Monte Carlo Simulatiomethod calculates thermody-
namic properties via ensemble averaging. There is no timepdency; hence, the dynamic
properties cannot be measured.

To explain the Monte Carlo Simulation method, partition furction should be explained

rst. The classical expression for the partition function s:
Z

Q=c d¥drVexg H(rNpY)=ksT] (3.11)
where, \pN" represents the corresponding momenta,r\'" denotes the coordinates of all
\N" particles, \ H(rNpN)" is the Hamiltonian of the system expressing the total energgf a

closed system and d" is a constant of proportionality. For a system of N identichatoms,

c=1=(h®NN1). This partition function can be written in a simple form asfollows:
Z

1 doVdrVexp E ] (3.12)

Q= tani
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Even if it is written in a simple form, it is still hard to calculate this integral analyti-
cally; therefore, numerical techniques are used to solveckuan equation. The Monte Carlo
importance-sampling algorithm, developed by Metropolistal. (1953), is one of these meth-
ods.

The Metropolis algorithm considers all possible con gurans of molecules inside a sim-
ulation box. A random displacement is given to a random molate and the transition
probability, (o! n), to go from con guration oto n is calculated. There must be a large
number of Monte Carlo cycles such that the number of acceslzon gurations of molecules
inside the simulation box is smaller than it. In this case e&acpossible con guration is pre-
sented at least once. If the number of Monte Carlo cycles i8/\", the number of points in
a con guration \ 0" is represented by \m(0)" and the probability of nding a system in a
speci ¢ con guration \ n" is proportional to the probability density \ N (n)". Hence, \m(0)"
is proportional to \N (0)". Matrix elements of transition probability from one con guration
to another must satisfy the condition that the average numhreof trial moves resulting in a
system leaving an old state &' must be exactly the same with the number of trial moves
from all other states \n" to the state \ 0". A better and stronger condition for such a case is
the average number of accepted moves from an older sta@' to any other state must be

equal to the average number of reverse moves. Equation 3.f&flies this condition:
N(o) (0! n)=N(Mm) (n! o (3.13)

A transition probability matrix collects all probabilitie s of transitions from one state to
another. All elements of this matrix must be non-negative antess than unity. Sum of each
row must equal to 1 and the probability of staying in a recenttate may be zero or non-zero.
For instance, in the following transition probability matrix, the probability of going from
state 1 to state 2 is \0.1", the system will never go from Stat® to State 1 because the
probability of that is 0. If the system is in State 3, it will stay in the 3rd State with the
probability of 0.3
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2 3 2 3
X11 X12 X13 05 01 04

4X21 X22 X235:4O:O 09 015
X31 X32 X33 03 04 03

Assume that the probability of performing a trial move from sate \o"to\ n"is (o! n),

and accepting the same move iacqo! n). Then,
(o! n)= (o! n) acqo! n) (3.14)
Putting Equation 3.14 in, Equation 3.13 we get,
N(o) (o! n) acdo! n)=N(n) (n! o acdn! 0) (3.15)
Assuming that is a symmetric function,
N(o) acqo! n)= N(n) acdqn! o) (3.16)
3.3 Particle Movements in Grand Canonical Monte Carlo Simulation (G CMC)

In the GCMC, four types of molecular movements are considele namely, rotation,
translation, deletion, and insertion. Orientation of nonspherical molecules, con guration of
molecules in the simulation box, and the number of particlesave an e ect on the potential
calculation. Figure 3.2 is an illustration of these movemest For each movement, the
probability of the molecules changing con guration in the isnulation box is determined by
the Metropolis algorithm (Chib and Greenberg 1995). For thaccuracy of the Monte Carlo
simulation, the ratio of the accepted and rejected moves muse around 1, which requires
the appropriate selection of the rotation angle and displament rate. The work ow for each
motion is well documented by Ismail and Horne (2014) and Freekand Smit (2001). Below
a summary is provided.

To start the simulations, rst, a random particle is selecte and displaced by x. A
random number is generated and checked if the displacemestlarger than the acceptable
probability of the movement. The same algorithm is used foiotational motion. After giving

rotation or a displacement to a particle, its acceptable pimability is calculated by

Probability = min[Liexp( [UT®) U@rN])] (3.17)

28



On the other hand, the probability of particle insertion is alculated by

oV
Probability = min[1; mexp( [ UN+1) U(N)] (3.18)
and the probability of particle removal is calculated by

*(N)

P robability = min[1; v

exf(’ [ +UN 1) U(N)] (3.19)

In the probability equations, U(r™) (new potential after particle rotation or displace-
ment) U(N + 1) (new potential after particle insertion) and U(N 1) (new potential after
particle deletion) are calculated by considering di erent ptentials in the system such as
many-body potentials, pair potentials and repulsive potdrals. Lennard-Jones potential,
explained in detail in Section 3.4, is one of them; howeveinse it considers rigid particles,

it cannot detect the potential changes due to the rotationamotions.

Figure 3.2: Summary of Molecular Movements in Grand Canonicilonte Carlo Simulation.
Deletion and insertion continues until \ particieath = confinement  coOndition is satis ed
3.4 Lennard-Jones Potential

To calculate the interaction between two particles, a modeatalled 12-6 Lennard-Jones
potential presented by Lennard-Jones (1931) is used in thergilations. The model considers

the particles as spheres; hence, the particle rotation doest a ect the Lennard-Jones poten-
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tial. To account for the rotational motions of the particles the other potential models must
be considered. In this model, the potential energy is obtad by the following equation,

which is a summation of the repulsive and attractive forceshewn in Figure 3.3.

_ 12 6
urn=4 - (3.20)

To reduce the computational time, the potential is calculad for particles having a
separation larger than a speci c cut o distance (Allen and Tidesley 2017). Because this
truncation may be signi cant, Equations 3.21 and 3.22 must® used to add a tail correction

to the potential.

- ULJ (r) r<= e
U(r) = 0 - (3.21)

. 8 1 9 3
vt = = % 2 - — 3.22
3 3 r r (3:22)

where is the depth of potential well,r denotes the distance between patrticles, is the
density of particles,r. represents the cut o distance and is the nite distance between
particles at which inter particle potential is zero.

The algorithm is relatively simple; for each speci c partite in the system, we calculate
the distance between the particle and another one. If the dence between them is less
than the cut o distance, we use Equation 3.20 to calculate # Lennard-Jones potential;
otherwise, we assume the Lennard-Jones potential for that phigle is zero. After calculating
the potential between a speci ¢ particle and all other partiles in the system, we sum them
up and come up with a total potential which has to be correctetty Equation 3.21 so that
we can consider the potentials of particles that we negledti¢o decrease the computational
time.

The depth of the potential well and the nite distance betwea particles, at which particle
potential is zero, are constant values for di erent molecek. As a force eld, we use trans-
ferable potentials for phase equilibria (TraPPE), which gies the Lennard-Jones potential

parameters of pseudo atoms presented in Table 3.4 (Martin @&iSiepmann 1998). To calcu-
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late the interaction between two di erent particles, we appy the following Lorentz-Berthelot

mixing rules (Schnabel 2008):
i = L (3.23)

i =P (3.24)

Table 3.4: TraPPE Force Field Parameters (Martin and Siepman1998)

P seudoAtom =kg [K] [Angstrom]
CHy4 148 3.73
CH3(ethane) 98 3.75
CHy(n alkane) 98 3.75
CH; 46 3.95
C 28 3.40

Figure 3.3: Change in Lennard-Jones potential with changingslance between two particles
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For calculation of the interaction between a uid particle and particles of a solid surface,
which is a at structureless solid wall, we use 9-3 Lennard-des potential (Abraham and
Singh 1977) derived from 12-6 Lennard-Jones potential. FiguiB.4 demonstrates the pro-
cedure to calculate the 9-3 Lennard-Jones potential. In Figer3.4, there is a uid particle
represented by a blue circle interacting with a solid wall ewisting of a number of particles
represented by the yellow circles. The shortest distance timeen the uid particle and the
wall is given by Z and R is the distance of a wall particle fromhte projection of the position
of the uid particle on the x axis. The hypotenuse gives the dtance between a speci c par-
ticle on the wall and the blue one. Integrating the potentiafrom negative in nity to positive
in nity on x and y coordinates, and from negative in nity to negative Z on Z coordinate,

one can get the 9-3 Lennard-Jones potential of the system a#idas (Shell 2012):

Figure 3.4. Schematic representation of a uid particle withrespect to the particles on a
solid surface; retrieved from Shell (2012).

zZ,2,272 , " .
u(r) = dZdxdy 4 — - (3.25)
1 1 1 r r
Z, 72,72 , 1 5
U(r) = JdZRdRd 4 — — (3.26)
) 1 r r
P
r= X2+ R2 (3.27)
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Substituting Equation 3.27 into Equation 3.26, we obtain:

ZZ le z " 12 6#
U(r) = dZRdRd 4  —  — 3.28
D=0 0 e e xae 8%

Integrating Equation 3.28, yields

3 9 3
4 s — - (3.29)

uir) = 3 Z z

Equation 3.29 is the nal form of the 9-3 Lennard-Jones poterdl that describes the
interaction of a single uid particle represented by the ble circle in Figure 3.4 with a virtual
wall represented as a group of yellow circles.

Another option is to calculate the interaction between a silg uid particle and each
particles of the wall; however, this would take a lot of compational time. Assuming that
the e ects of the structure of the surface are negligible, wean approximate the potential

without including the particles of the wall into the calculdions.

3.5 RASPA: Molecular Simulation Software for Adsorption and Di usion i n
Flexible Nanoporous Materials

RASPA is a software package used for simulating adsorption @i usion of molecules
in exible nanoporous matrix. It has been developed by a calboration of the Northwestern
University (Evanston, USA; group of Prof. Randall Q. Snurr), he University Pablo de
Olavide (Seville, Spain; group of Prof. Soa Calero),and th&echnical University of Delft
(group of Prof. T.J.H. Vlugt). The software reads an input le in ".txt" format, which is
explained in details in Section 3.6. This input le containsthe type of the simulation, the
total number of Monte Carlo cycles used, the number of initleeation cycles, the required
information for printing the results, type of the force eld, type and dimensions of the
framework (used for con nement) or box (used for bulk), temerature and pressure of the
system, uid parameters, and the probabilities of the moveents in the simulation, such as

translation, rotation reinsertion etc. (Dubbeldam et al. 216).
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3.6 Simulation Inputs

In Table 3.5, there is a sample input le which contains the snulation parameters.
RASPA can run two di erent simulation types; molecular dynanics and Monte Carlo simu-
lation. In this study, we focused on Monte Carlo simulation.For a grand canonical Monte
Carlo simulation, RASPA rst runs a number of Monte Carlo cyceks to initialize the sim-
ulation, then it runs another number of Monte Carlo cycles fothe production run, which
basically calculates the average density of a con ned hydrarbon for a given temperature

and pressure.

Table 3.5: Example of an input le that is required by RASPA to un the simulation, the
temperature is in K and pressure is in Pa.

SimulationType MonteCarlo
NumberOfCycles 10000
NumberOfinitializationCycles 1000
PrintEvery 1000
PrintMoleculePropertiesEvery 1000
PrintPseudoAtomsToOutput no
PrintForce eldToOutput no
Force eld TraPPE
Framework 0
FrameworkName graphite-sheet-20A
UnitCells 111
ExternalTemperature 155
ExternalPressure 1600000
Component 0
MoleculeName methane
TranslationProbability 1.0
RegrowProbability 1.0
RotationProbability 1.0
ReinsertionProbability 1.0
SwapProbability 1.0
CreateNumberOfMolecules 2000

RASPA is able to run simulations for both "Molecular Dynamics and "Monte Carlo".
That's why at the very beginning, the type of simulation is dened. In this study, we used

10000 number of Monte Carlo cycles for the production run artDO0 number of initialization
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cycles. High number of cycles provide higher accuracy of silation. We observed that, after
10000 cycles, the improvement in the calculated density wassigni cant.

Several force elds published in the literature are availdb in RASPA. Because TraPPE
force eld was used by Pitakbunkate et al. (2016), to compareur results and to be consistent,
we used the same force eld which is explained in Section 3.&or the con ned case, we
created a framework using NanoLab software. One can see thhete is a di erence between
the input table presented in Table 3.5 and Table 4.1; in Tabl8.5 we use a framework created
on NanoLab software to mimic the con ned environment; on thetber hand, in Table 4.1
we used a box which is an imaginary volume de ned to run the sutation for uncon ned

(bulk) case.
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CHAPTER 4
RESULTS AND DISCUSSION

This chapter presents the results of the molecular simulath using RASPA. Con ned
and uncon ned cases methane are simulated to examine the iagt of the con nement as

well as the e ect of simulation parameters.
4.1 Uncon ned Pure Methane

To check the validity of the molecular simulation used in tts study, rst we run a
simulation of pure methane under bulk conditions and comparthe results to those from
Peng-Robinson EOS. Initially, we used a simulation box of 3@ x 30 A x 30 A with periodic
boundary condition. The input le used to run this simulation is provided in Table 4.1. As
shown in Figure 4.1, although we obtained a continuous phasevelope trend below 173 K,
when the temperature increased above 173 K, molecular simtibn did not converge very
well. To overcome this problem, the simulation box size waadreased to 70A x 70 A x 70
A. The input le is given in Table 4.2 and the results are shownn Figure 4.2. Having a
bigger simulation box enabled more accurate calculationsitil 182 K but did not completely
x the problem when approaching the critical point. Due to the limitations of calculation
time and the su cient evidence provided by Figures 5 and 6, weid not further increase the

simulation box size.
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Table 4.1: Example of an input le that is required by RASPA to smulate methane using a
box with the size of 30A x 30 A x 30 A, the units are not allowed to be typed in the input
re. The temperature is in K and pressure is in Pa.

SimulationType MonteCarlo
NumberOfCycles 10000
NumberOfinitializationCycles 1000
PrintEvery 1000
PrintMoleculePropertiesEvery 1000
PrintPseudoAtomsToOutput no
PrintForce eldToOutput no
Force eld TraPPE
Box 0
BoxLengths 30 30 30
ExternalTemperature 155
ExternalPressure 1600000
Component 0
MoleculeName methane
TranslationProbability 1.0
RegrowProbability 1.0
RotationProbability 1.0
ReinsertionProbability 1.0
SwapProbability 1.0
CreateNumberOfMolecules 500

Figure 4.1: Density vs. pressure graph of methane in bulk catidn for 30 A x 30 A x
30 A simulation box size. For temperatures between 155 K and 1# simulations yield
well-de ned density-pressure pairs; however, above 180 g the temperature approaches
critical point), due to the simulation box size, the accurag of the simulation decreases.
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Table 4.2: Example of an input le that is required by RASPA to smulate methane using a
box with the size of 70A x 70 A x 70 A , the units are not allowed to be typed in the input
re. The temperature is in K and pressure is in Pa.

SimulationType MonteCarlo
NumberOfCycles 10000
NumberOfinitializationCycles 1000
PrintEvery 1000
PrintMoleculePropertiesEvery 1000
PrintPseudoAtomsToOutput no
PrintForce eldToOutput no
Force eld TraPPE
Box 0
BoxLengths 70 70 70
ExternalTemperature 155
ExternalPressure 1600000
Component 0
MoleculeName methane
TranslationProbability 1.0
RegrowProbability 1.0
RotationProbability 1.0
ReinsertionProbability 1.0
SwapProbability 1.0
CreateNumberOfMolecules 1000

Figure 4.2: Density-pressure simulations for a simulationdx size of 70A x 70 A x 70 A.
Increasing the box size, from 3@ x 30 A x 30 Ato 70 A x 70 A x 70 A yields density-
pressure results up to 182 K; above this temperature, phasansition was not observed in
simulations because simulations does not work properly meaitical point.
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Figure 4.3: Comparison of the P-T results obtained from molatar simulation and the
equation of state for pure methane. Molecular Simulations 4nd 2 used 30A x 30 A x 30
A and 70 A x 70 A x 70 A simulation boxes, respectively. Beyond 173 K, the 38 x 30
A x 30 A box size does not yield the phase transition point. Becausesar critical point
the simulation does not converge, we extrapolated the ressiko the bulk critical point by a
dotted line.

Figure 4.3 shows the results in Figure 4.2 (molecular simulati for pure methane in bulk
conditions with increased simulation box size) in the formfa P-T diagram. For comparison
purposes, we also show the bulk P-T diagram computed from thReng-Robinson EOS and
the bulk critical point. As discussed earlier, we obtain a wetle ned phase-separation line
until 182 K. Above 182 K, phase transition cannot be predictedccurately because of the
size of the simulation box and the proximity to the critical pint. However, our molecular
simulations follow the EOS results and extrapolation conmgs the simulation results to the
critical point. This discussion proves the point that incrasing the size of the simulation
box, the accuracy of molecular simulation can be increaseiVe now proceed to evaluate
the consequences of the size of the simulation box on the ewition of critical point from

molecular simulations.
4.2 Con ned Pure Methane

Pitakbunkate et al. (2016) analyzed the density from their GMC simulations to predict

the phase behavior of methane in 5-nm con nement using a sitation box of dimensions
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42.53A x 41.90A x 50 A. They used the fact that a jump would be observed in the uid
density when the phase change occurred as a result of the peg change at constant
temperature. When they could no longer see a jump in the dengithey took this pressure
as the critical point for the given temperature. Based on tlsi approach, in Figure 4.4, they
predicted a signi cant shift of the critical temperature of methane in 5-nm con nement to
175 K. They also presented their results in the form of crited temperature and pressure

shift as a function of the graphite slab separation as shown Figure 4.5

Figure 4.4: Molecular simulation of phase behavior of Methanin 5-nm con nement; re-
trieved from Pitakbunkate et al. (2016)

40



Figure 4.5: The relationship between the graphite sheet segp#ion and the critical pressure
temperature of methane retrieved from Pitakbunkate et al. Z016)

The comparison of the simulation boxes used in this study andy Pitakbunkate et al.
(2016)'s study is shown in the Figure 4.6. We have selected tBenm separation to increase
the speed of computations while using a larger simulation kgize (100.54A x 174.141A x 20
A) for more accurate results. Figure 4.7, obtained with the int data in Table 4.3, presents
the density of methane in 2-nm con nement as a function of pssure at xed temperature
computed from our GCMC simulations.

We recall that, in Figure 4.4, Pitakbunkate et al. (2016) prettted the critical temperature
for methane in 5-nm con nement at around 175 K . Based on thenesults in Figure 4.5, the
critical temperature should have been at 130 K for 2-nm conement, which is even lower
than 175 K. The di erence between our results and those of Rikbunkate et al. (2016) should
be attributed to the di erent simulation-box sizes used in he two studies (theoretically, our
results should be more accurate as we use a larger simulatlmox to improve the accuracy

of molecular simulations).
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Figure 4.6: Comparison of the box sizes used in this study (160 A x 174.141A x 20 A)
and by Pitakbunkate et al. (2016) (42.53A x 41.90A x 50 A).

Table 4.3: Example of an input le that is required by RASPA to smulate methane trapped
between graphite sheets with 2 nm separation, temperaturs in K and pressure is in Pa.

SimulationType MonteCarlo
NumberOfCycles 10000
NumberOfinitializationCycles 1000
PrintEvery 1000
PrintMoleculePropertiesEvery 1000
PrintPseudoAtomsToOutput no
PrintForce eldToOutput no
Force eld TraPPE
Framework 0
FrameworkName graphite-sheet-20A
UnitCells 111
ExternalTemperature 155
ExternalPressure 1600000
Component 0
MoleculeName methane
TranslationProbability 1.0
RegrowProbability 1.0
RotationProbability 1.0
ReinsertionProbability 1.0
SwapProbability 1.0
CreateNumberOfMolecules 2000
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Figure 4.7: Density vs. pressure graph of pure methane in 2-reon nement. Until 182 K,
phase transition is clearly observed. However, above 182 Ketsimulation does not give any
phase transition data due to the proximity to the critical pant.

For clari cation, we also comment on the accuracy of the appach used by Pitakbunkate
et al. (2016) to select the critical point from density vs. pessure plots. In Figure 4.4,
Pitakbunkate et al. (2016) select 175 K as the critical tempature based on the assumption
that at this temperature, the jump in the density turns into a continuous change as a function
of pressure. Based on their gure, it can even be argued thahé continuous change in the
density may start at as low as 172 K. If we combine these ressivith the conclusions from
Figure 4.5, we should expect a lower critical temperature f&-nm con nement (Figure 4.5
shows critical temperature as 130 K at 2 nm). Returning baclotour results in Figure 4.7 for
2-nm con nement, if we applied the approach used by Pitakbu@te et al. (2016), we would
select a critical temperature higher than 174 K. This is in adradiction with the predictions

of Pitakbunkate et al. (2016).
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4.3 Comparison of Di erent Approaches

As a nal remark, we also comment on the di erences between thesults of the critical-
point-shift method of Zarragoicoechea and Kuz (2004), Kelvs capillary condensation equa-
tion and our GCMC simulations shown in Figure 4.8.

The blue square and the red triangle on Figure 4.8 representset critical points shifted
due to the con nement. These shifts are calculated by the mledd presented by Zarragoicoechea
and Kuz (2004). For 5 nm, using the shifted critical point, tle P-T diagram is plotted us-
ing the Kelvin's capillary condensation equation, which isepresented by the pink triangles
on Figure 4.8. Kelvin's equation did not converge for the 2 nmase because the critical
point shift was too much and the pore seperation was very lowFor the calculation of the
capillary pressure, the contact angle is assumed as zero.heBe results indicate that the
critical-point-shift method creates a signi cant deviaton from the bulk phase behavior and
the deviation increases as the pore size decreases. Our GCBI@ulations for 2-nm con-
nement, on the other hand, yield a much smaller deviation fsm the bulk phase behavior
and appear to be extrapolating to the bulk critical point. Zaragoicoechea and Kuz (2004)
developed their model using a uid that does not interact wih the walls; on the other hand,
in our study, RASPA takes the uid wall interaction into account, which may be the reason
for such a di erence. It is known that uid-wall interaction s, attractive or repulsive, change
the critical properties of con ned uids (Votyakov et al. 1999). Using the Kelvin's equation
without considering the critical point shift, P-T diagram o methane in a 5 nm and 2 nm
con nements were plotted, which are represented as the yai triangles and the green di-
amonds respectively. Above 180 K, the 2 nm case did not convergery well that's why it
was extrapolated to the bulk critical point. On the other haml, the calculations for the 5
nm case converged very well from 154 K to the critical point. &h 5 nm and 2 nm results
shows a signi cant deviation from the bulk P-T diagram contadicting the results of GCMC

for 5nm and 2 nm.
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For comparison purposes, the results of Pitakbunkate et g2016) for 5-nm con nement
are also shown in Figure 4.8 As expected from the discussionstlus study, due to the

smaller size of their simulation box, their results do not sfw a consistent trend.

Figure 4.8: Comparison of P-T diagrams generated by molecukimulation and the critical
point shift algorithm of Zarragoicoecha and Kuz (2004). Coparison of methane P-T dia-
gram calculated by GCMC simulation at 5 nm and 2 nm, Kelvin's apillary condensation
equation at 5 nm (with and without critical point shift) and 2 nm (without critical point
shift) and critical points calculated by the algorithm of Zaragoicoecha and Kuz (2004).
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CHAPTER 5
CONCLUSIONS AND RECOMMENDATIONS

In this chapter, we wrap up the discussions and present idetmsbe studied in the future.

Also we present a summary of the main conclusion of the resdarc

5.1 Conclusions

The conclusion section is divided into two parts. First, we dcuss the impact of nano-
pore con nement on the production performance of wells inght-oil reservoirs and compare
our results to the existing studies. We then focus on the malelar simulation of phase
behavior in con nement and address the issues noted in rewuteported in the literature.

We rst draw the following conclusions based on a comparisdretween the results of this

research and those of others using the same methods:

1. As discussed by Firincioglu et al. (2012), increased capiy pressure due to nano-
pore sizes of tight-oil reservoirs creates a pressure diegrce between the liquid and
gas phases. While running a simulation, properties of each thie uid phases must
be calculated at their own pressures. However, most standafcbnventional) black-oil
simulators are not capable of working with di erent phase pssures and the computa-
tion of the liquid- and gas-phase properties at the same attsl pressure due to pore

con nement does not yield reasonably accurate results.

2. Assuming a homogeneous capillary pressure distribution & reservoir shows an in-
crease in the production with decreasing pore size, whichatributed to the delay in
gas breakthrough. However, in more realistic cases, considg a heterogeneous cap-
illary pressure distribution (heterogenous pore-size digoution) may lead to di erent
conclusions. In this thesis, we did not consider the heteregeity of pore sizes; both our

numerical simulations and GCMC simulations use a xed con ement size (that is, a
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xed capillary pressure); however, the molecular dynamicapproach can be extended

to the study of the e ect of con nement due to heterogenous pe-size distribution.

3. Using bulk conditions, we showed that the accuracy of moldar simulations is a strong
function of the size of the simulation box and larger box sigeamprove the accuracy at

the cost of prohibitively increased computational times.

4. Extrapolation of the simulation results for con ned spaes agrees with the result for

the bulk condition.

5. Even though the simulation uses periodic boundary conéins, because of not having
large enough cells, there may be numerical errors a ectindheé density results. The
large shift of the critical point reported by Pitakbunkate & al. (2016) is a result of the
small simulation box used in that study. Increasing the boxize, simulations indicate

no such signi cant shift for con ned methane.

The following conclusions were drawn from the comparison thfe results by equilibrium

thermodynamics and GCMC simulation.

1. Although the same uid composition and same pore separatids used, the results of

equilibrium thermodynamics and molecular simulation do rtamatch.

2. Equilibrium thermodynamics result indicate a higher buble-point suppression than

the molecular simulation.

3. As we discussed earlier in this chapter, pore-con nemenbéds not create a large shift
of the critical point as suggested by Pitakbunkate et al. (2I6) and this observation is

consistent with the results of the equilibrium thermodynarits models.

4. Considering the discussions given here, it is suggestdutt the results of the exist-
ing phase-behavior studies should be used with caution andore qualitatively than

quantitatively.
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5.2 Recommendations

In this section, we present potential areas that can be stugll in the future. These
recommendations may help to extend and verify the idea preaged in this study as well as

to improve our understanding in regards to phase behavior obn ned uids.

1. Dierent graphite sheet separations should be studied dnthe results should be com-

pared for the same uid.

2. In this study, to simplify the calculations, graphite shet is used; however, it is known
that the shale rock consists of di erent types of minerals. fie mineralogy of a shale
rock from a speci ¢ unconventional reservoir should be cadgred to see the e ect of

heterogeneity in the con nement.

3. Results from simulations using di erent uids such as ethne or heptane would be

helpful to test our arguments about critical point shift.

4. A con ned binary mixture case would also be very useful teest the shift in the critical

point as well as the bubble-point suppression and dew poinkgansion.

5. Here, we used the Grand Canonical Monte Carlo Simulation hich is a method under
molecular simulation model. Molecular dynamics can also leveloped to examine

the phase behavior of a con ned uid.

6. It is known that, at the critical point, the surface tension becomes zero. The critical

point shift can also be studied by calculation of surface tsion of the con ned uid.
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LIST OF SYMBOLS

Ei . e Energy, dimensioless
T. . Temperature, dimensionless in reduced usitKelvin in real units
Vs Volume m

............................... Chemical potential, eergy/mole
.............................. Reciprocal temperaturel/ksg T
Ke o o Boltzmann constant J*K -1

...................... Micro canonical partition funct ion, dimensionless
Q . . Canonical partition function, dimensionless
Isothermal-isobaric partition func tion, dimensionless

Grand canonical partition function, dimensionless

N o Number of particés
B Occupation numier
Xi oo Total number of possible energy states preded in an ensemble
E . . e Total energy, dimesionless
LI o e v e e e e e e e Lennard-Jones size parametefngstrom
Teb v o e e e e e e e e e e e e Bulk critical temperature, Kelvin
Pob - v o o e Bulk critical pressue, Pascal
Te o o e Shift in critical temperature, Kelvin
Pe e Shift in critical pressue, Pascal
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LD Pore radius, Angsom

B Exponen@l
BXP .t e e e e e e e e Exponental
PN e Corresponding moenta
PN e, Coordinates of N pdicles
C ot e e Constant of proporionality
HNpN) -, Hamiltonian of the systen
U. . Lennard-Jones potential, nensionless
U . e Potental
.................... Finite distance where inter particlepotential is zero
.................................... Depth of potentid well
[ e Distance between two grticles
L o e e e e e e e e e Cut o distance, Angstom
................... Density of particles, number of parttles / unit volume

. . . Finite distance between particles at which inter-partie potential is zero, Angstrom

umal Tail potential, dimensonless
UINr « o o o oo oo Repulsive term of Lennard-Jones potentiajimensionless
Ura -« .« oo oo Attractive Term of Lennard-Jones potential dimensionless
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APPENDIX A
CODES USED IN THIS STUDY

A.1 Main Function

To run a molecular simulation for di erent scenarios, inclding a large number of combi-
nations of di erent temperature and pressure values, the #fare needs an input le for each
of them. Writing those input les manually is a waste of time. To simplify our work, we
developed a MATLAB, which creates the input les for the simuhtor.

This script is coded using MATLAB. Because we need tens of vang temperature calcu-
lations for each constant pressure scenario, we used thédwing code to create the required
input les. In the following code, we created the input les br each temperature: 180 K, 182
K, 184 K, 186 K,188 K, with pressures changing from 2900 kPa #3800 kPa. For di erent
scenarios one can easily modify the code by changing the "tghand "pres" matrices.

clear all

clc

temp =transpose([180 182 184 186 188));

pres = 1000*[2900 3000 3100 3200 3250 3300 3350 3400

3250 3300 3350 3400 3450 3500 3550 3600

3400 3500 3550 3600 3650 3700 3750 3800

3600 3700 3750 3800 3850 3900 3950 4000

3900 4000 4050 4100 4150 4200 4250 4300]

imax = size(temp,1);

jmax = size(pres,2);

format long g

for i = 1:imax

for j = 1:;jmax
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input = [temp(i); pres(i,j)];

Tchar = num2str(temp(i));

Pchar = num2str(pres(i,)));

Tunit = 'K";

Punit = 'Pa’;

foldername = strcat(Tchar, Tunit,Pchar,Punit)
mkdir(foldername)
texteditormethane(Tchar,Pchar)

copy le (‘simulation.input',foldername)
end

fclose(‘all’)

end
A.2 Sub Function

The following function, which is called by the main functiongiven above, changes the
temperature and pressure for each input le.

function[] = texteditormethane(Tchar,Pchar)

d = fopen('simulation.input’,'r")

i=1,

tline = fgetl( d);

Ai = tline;

while ischar(tline)

i =i+1;

tline = fgetl( d);

Ai = tline;

end

fclose( d);

ExternalTemperature = strcat('ExternalTemperature ', Tchar);
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ExternalPressure = strcat('ExternalPressure ',Pchar);
A15 = sprintf(ExternalTemperaturel);
A16 = sprintf(ExternalPressurel);

d = fopen(‘'simulation.input','w")

for i = 1:numel(A)

if Ai+1==-1

fprintf( d,’

break

else

fprintf( d,’

end

end

return
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