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ABSTRACT

Concentrating solar power, when coupled with thermal energy storage, presents a promising path

towards utility-scale dispatchable renewable energy. The performance of these plants is a consequence of

both the relative sizing of systems and dispatch decisions, which together possess numerous degrees of

freedom. In this dissertation, we develop and solve nonlinear, and non-convex optimization models to assist

decision makers in the economically-efficient design and dispatch of concentrating and hybrid solar power

plants with storage. We first extend a concentrating solar power dispatch optimization model for real-time

operations; the resulting revenue-maximizing non-convex mixed-integer, quadradically-constrained program

determines a dispatch schedule with sub-hourly time fidelity and considers temperature-dependent power

cycle efficiency. We present exact and inexact techniques to improve problem tractability and demonstrate

the model’s suitability for decision support in a real-time setting. To address design decisions, we then

develop an approach to analyze the economic performance of hybrid and single-technology solar power

plants, which incorporates optimal dispatch and considers the expected weather and market conditions.

We apply formal design-of-experiment sampling and black-box optimization techniques to demonstrate the

value of optimal plant sizing, and compare the economic performance of the following designs: (i)

photovoltaic-with-battery and, (ii) concentrating solar power with thermal energy storage, in a

revenue-maximizing scenario. To investigate the sensitivity of our approach, we consider various weather

and market conditions, renewable energy incentives, and plant operating restrictions. Together, our

contributions in this dissertation progress a dispatch optimization model, associated solution techniques,

and a design optimization approach for concentrating and hybrid solar power plants with storage. We

demonstrate an approach for the use of a nonlinear and non-convex optimization for real-time decision

support that yields solutions within 3 percent of global optimality in five minutes, show that lifetime plant

benefit-to-cost ratio can be improved 6 to 19 percent through optimal sizing, and explore the sensitivity of

optimal sizing with respect to several input parameters.
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CHAPTER 1

INTRODUCTION

Concentrating solar power (CSP) technology distinguishes itself from photovoltaics (PV) in that it uses

mirrors to focus the sun’s energy onto a receiver to cause a temperature change in a heat transfer medium.

CSP plants can only collect the direct irradiance portion of the sun’s energy, unlike PV installations which

can generate power using both direct and indirect irradiance. There are four commonly used forms of CSP:

dish Sterling, linear Fresnel, parabolic trough, and power tower. We focus on the power tower form of CSP,

also called central receiver, as it has several advantages over the other configurations. A power tower CSP

plant consists of a large field of mirrors, called heliostats, one or more central receivers sitting atop towers,

and, commonly, a thermal energy storage (TES) system. The heliostats focus the sun’s light onto the

receiver in which the heat transfer medium, usually a molten salt, is pumped in order to collect the thermal

energy. The heat transfer fluid can then be stored in a tank or used to generate electricity by way of a

steam Rankine turbine. One advantage of CSP over PV is that all forms of CSP pair naturally with TES

systems, which are comparatively inexpensive relative to an electro-chemical battery per unit capacity.

CSP’s disadvantage is its large upfront capital cost, which has limited its implementation in the US.

The penetration of renewable energy in certain utility markets has increased significantly in the last

decade, spurred by the decrease in cost-per-Watt capacity of PV panels [1]. The capacity of renewable

energy generation at times exceeds grid demand, which depresses energy prices during hours of solar

availability. Advancements in the cost and technical maturity of energy storage technologies have made

methods for storing this excess renewable energy to meet grid demand at a later time economically feasible.

The resulting dispatch flexibility allows renewable energy plants with storage to respond to grid demand by

dispatching power to the grid during periods of peak energy price. However, by decoupling energy collection

from energy dispatch, it is often not obvious how a plant should be operated to maximize revenue. The

economic viability of the plant is a consequence of the dispatch decisions, and, as a result, the optimal

design of a solar power plant with storage requires simultaneously considering both the sizing of the plant’s

systems and how the plant will be operated. This research increases the detail of an existing concentrating

solar power plant dispatch optimization model, develops methods for the design optimization of solar

energy plants with storage, and explores the sensitivity of optimal sizing with respect to several input

parameters. Each effort is conducted in collaboration with the authors listed in the chapters to follow.

Chapter 2 extends an existing concentrating solar power dispatch optimization model for use in

real-time operations. “Real-time” solutions require: (i) increased temporal detail within the model; (ii)
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improved representation of the plant systems to account for operating limitations; and, (iii) methodologies

that admit solutions in a timely manner. The contributions of this dissertation writer include: (i)

reformulation of existing constraints to account for increased time-fidelity; (ii) reformulation of existing

constraints to improve the accuracy of the central receiver and power cycle operating limitations; (iii) the

addition of non-linear representations of the receiver, thermal storage, and power cycle; (iv) development of

exact and inexact problem modifications to improve model tractability; (v) development of a phased

solution heuristic which improves solution time on average; and, (vi) execution of a case study of

representative problem instances and the analysis of dispatch solutions and solution times of these

instances.

Chapter 3 develops an approach to evaluate the economic performance of hybrid and single-technology

solar power plants with storage, incorporating optimal dispatch, and considering the expected market and

weather conditions. The contributions of this dissertation writer include: (i) development of an execution

framework facilitating concurrent evaluation of plant designs; (ii) identification of leading open-source

derivative-free optimization algorithms; (iii) development of an execution scheme that maximizes

evaluation throughput and facilitates post-analysis of the parameter space; and, (iv) execution of a small

study to demonstrate the value of optimal plant sizing and to compare plant profitability under the

imposed weather and market conditions.

Chapter 4 explores the sensitivity of the plant evaluation function, developed in Chapter 3, with respect

to several input parameters and assumptions. The contributions of this dissertation writer include the

design and execution of a parametric analysis of optimal plant sizing considering: (i) plant configuration

and design objective, (ii) the imposed energy market, (iii) weather conditions, (iv) operating assumptions,

and (v) the presence of a capacity-based incentive. We present results relevant to renewable energy

planners and operators.

This work demonstrates: (i) the suitability of a non-convex nonlinear optimization model for real-time

decision support; (ii) a methodology for the economic evaluation and optimal sizing of solar energy plants

with storage; and, (iii) an investigation of the sensitivity of plant performance metrics with respect to

several input parameters and operational assumptions. We publish open-source software, implementing the

plant evaluation and design optimization methods developed in Chapter 3, in collaboration with the

National Renewable Energy Laboratory. This software will assist planners in the design and dispatch of

solar power plants which are able to meet grid needs with renewable energy.
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CHAPTER 2

ACCEPTED PAPER: REAL-TIME DISPATCH OPTIMIZATION FOR CONCENTRATING SOLAR

POWER WITH THERMAL ENERGY STORAGE

Modified from a paper accepted to Optimization and Engineering.

Reproduced with permission from Springer Nature.

John L. Cox1,2, William T. Hamilton3, Alexandra M. Newman4, Michael J. Wagner5, Alex J. Zolan6

Concentrating solar power (CSP) plants present a promising path towards utility-scale renewable

energy. The power tower, or central receiver, configuration can achieve higher operating temperatures than

other forms of CSP, and, like all forms of CSP, naturally pairs with comparatively inexpensive thermal

energy storage, which allows CSP plants to dispatch electricity according to market price incentives and

outside the hours of solar resource availability. Currently, CSP plants commonly include a steam Rankine

power cycle and several heat exchange components to generate high-pressure steam using stored thermal

energy. The efficiency of the steam Rankine cycle depends on the temperature of the plant’s operating

fluid, and so is a main concern of plant operators. However, the variable nature of the solar resource and

the conservatism with which the receiver is operated prevent perfect control over the receiver outlet

temperature. Therefore, during periods of solar variability, collection occurs at lower-than-design

temperature.

To support operator decisions in a real-time setting, we develop a revenue-maximizing non-convex

mixed-integer, quadradically-constrained program which determines a dispatch schedule with sub-hourly

time fidelity and considers temperature-dependent power cycle efficiency. The exact nonlinear formulation

proves intractable for real-time decision support. We present exact and inexact techniques to improve

problem tractability that include a hybrid nonlinear and linear formulation. Our approach admits solutions

within approximately 3% of optimality, on average, within a five-minute time limit, demonstrating its

usability for decision support in a real-time setting.

2.1 Introduction

Renewable energy technology has progressed significantly with respect to reductions in cost per Watt

capacity [2, 3]. As renewable energy technologies penetrate utility markets, production curtailment arises

1Graduate student, Colorado School of Mines
2Primary researcher and author
3Post-Doctoral Researcher, National Renewable Energy Laboratory
4Professor, Colorado School of Mines
5Assistant Professor, University of Wisconsin-Madison, Department of Mechanical Engineering
6Researcher, National Renewable Energy Laboratory
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at times when the capacity of solar energy production exceeds grid demand. Improvements to electrical

and thermal storage technologies have allowed various forms of solar energy to be stored to meet grid

demand when solar resource is not available. The inclusion of energy storage within a renewable energy

production system allows these technologies to respond to grid demand, potentially increasing their share

of the electricity market, but also presents trade-offs for plant operators attempting to dispatch under

supply and demand uncertainty [4, 5].

Concentrating solar power (CSP) uses mirrors to focus the sun’s energy to cause an increase in

temperature of a heat transfer fluid (HTF). The thermal energy stored in this fluid is then converted to

electrical energy, typically with a steam Rankine power cycle. Four primary CSP technologies exist:

parabolic trough, linear Fresnel, dish Stirling, and power tower [6]. Each naturally pairs with

comparatively inexpensive thermal energy storage (TES), in which the TES medium, most commonly a

molten salt [7], is stored in one or more tanks to be used for electricity production at a later time. We

focus on the power tower, also referred to as the central receiver, form of CSP, which employs a large field

of mirrors, called heliostats, to focus the sun’s light onto a receiver sitting atop a tower. The power tower

configuration has multiple advantages over the other forms of CSP, but primarily improves the maximum

achievable operating temperature of the receiver, thereby allowing it to be paired with more efficient

high-temperature power cycles. This feature of power tower CSP presents a promising path toward

increased efficiency and reduced cost of a utility-scale solar energy plant [8–10].

The high solar concentration ratios possible in power tower CSP plants enable higher operating

temperatures, but also create scenarios in which the receiver can exceed its material’s melting temperature.

During periods of high solar variability (e.g., due to cloud cover), the receiver can experience potentially

damaging changes in thermal flux [11]. Power tower plants adopt some form of temperature-limiting

control policy to prevent this damage. These policies often result in reduced receiver operating

temperature during periods of solar variability, which, in turn, causes reduced power cycle efficiency.

The combination of the variable solar resource, the capability to defer electricity production, and the

efficiency trade-off resulting from the temperature-limiting control policy creates challenging decisions for

plant operators competing in the day-ahead utility energy market. The contributions of this chapter entail

the extension of an existing mixed-integer, linear programming model which determines the optimal

dispatch solution, maximizing plant revenue less estimated operating costs [12]. Specifically, we modify the

model to allow real-time decision support by (i) increasing time fidelity in the near-term horizon; (ii)

enforcing minimum up- and down-time requirements at the power cycle; (iii) improving the accuracy of the

receiver and power cycle start-up processes; and, (iv) using explicit variables to represent mass and

temperature of the receiver, storage, and the power cycle. The resulting non-convex mixed-integer,
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quadratically-constrained program is computationally intractable with respect to supporting real-time

decisions. Therefore, we present exact and inexact techniques to improve problem tractability. The

addition of decision variables representing mass and temperature of the heat transfer fluid allow the

dispatch optimization model to obey temperature-limiting control policies. That is, a primary benefit of

incorporating an explicit representation of the mass and temperature is to preclude solutions that could

not be executed by a plant. While solutions from a linear model may be appropriate for long-term

planning [12], they cannot be used to inform real-time plant operations.

The remainder of the chapter is organized as follows: Section 2.2 reviews literature of previous dispatch

optimization methodologies used for CSP with TES, temperature dependence of power cycle efficiency,

approximate linear formulations, and solution techniques for non-convex mixed-integer,

quadratically-constrained formulations. Section 2.3 provides an overview of CSP plant operations, the key

decisions sought by an operator, and a mathematical formulation of the dispatch optimization model.

Section 2.4 describes corresponding solution techniques to improve tractability and reduce solution time.

Section 2.5 presents a case study that exercises the model over a range of instances developed from a

single-plant location and notional energy markets; we include results regarding sample dispatch solutions

and solution times. Section 2.6 concludes with a summary and possible extensions of our work.

2.2 Literature Review

Optimization of CSP plant dispatch decisions is an active area of research, with varied approaches,

levels of fidelity, and goals. CSP is incorporated into production cost models to assess the technology’s

potential value to a regional grid. Madaeni et al. [13] and McPherson et al. [14] show that pairing CSP

with TES increases its economic viability, while Denholm and Mehos [15] study the paired system’s ability

to increase overall renewable penetration. Mehos et al. [16] analyze the value of CSP systems with TES on

the California regional grid under a scenario with high renewables penetration, and then perform

sensitivity analyses in which gas pricing and tax incentives vary; the authors use System Advisor Model

(SAM), a multi-technology performance assessment tool developed at NREL [17], to provide plant

performance characteristics, and they use the commercial software PLEXOS for unit commitment and

generator dispatch decisions. Du et al. [18] and Gao et al. [19] extend existing stochastic unit commitment

models described in Zheng et al. [20] to include greater detail of CSP systems with TES which operate

differently than existing battery storage models; the former add a look-ahead step to allow for TES

management in time periods beyond the planning horizon, while the latter employ chance constraints to

address unserved load and curtailed renewable generation. While the works above account for some of the

unique properties of CSP paired with TES, the scale of grid-level production cost models limits the level of
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detail that may be added for CSP systems, such as the interactions between the solar collectors, the TES,

and the steam generation system.

Price-taker approaches to dispatch optimization seek profit-maximizing decisions for a single generator

or hybrid system, given a pricing signal and plant characteristics as input. Because the grid interactions in

this setting are generally limited to pricing and a single transmission limit, a greater level of detail may be

applied when modeling operating decisions, and so we adopt a price-taker approach for the contributions

we develop; Martinek et al. [21] compare a CSP system’s value, revenue, and scheduling decisions when

using a price-taker model versus a production cost model. Several works in the literature address the

nonlinear and complex nature of CSP operations by employing heuristics to dispatch decisions, such as

SAM’s that maximizes electrical generation. de Meyer et al. [22] use a collection of four different heuristic

policies with a goal of maximizing energy production, plant revenue, or grid value, or minimizing the

defocusing of heliostats to assess the impact of each on plant performance and scheduling decisions for a

case study in South Africa. Liu et al. [23] develop a hybrid algorithm using both genetic algorithms and

particle-swarm optimization to obtain dispatch decisions for CSP-PV hybrid systems quickly, but at the

expense of provable optimality.

To our knowledge, the model developed by Wagner et al. [12] includes the highest level of detail in CSP

dispatch operations among mathematical programming models that maximize a power tower plant’s

revenue during the problem horizon, less estimated operations and maintenance costs. Variations on this

model have been (i) employed to quantify revenue improvements possible through optimal dispatch [24],

(ii) extended to consider hybrid CSP and photovoltaic with TES plant designs [25], (iii) used to

demonstrate the importance of accurate off-design power cycle performance [26], (iv) paired with a

component failure simulation model to assess the long-term costs of cycling [27], and (v) deployed in an

open-source software tool that obtains optimized system designs while accounting for operations and

maintenance costs [28]. Yang et al. [29] present a separate mixed-integer, linear programming formulation

that obtains profit-maximizing dispatch decisions for CSP systems, and Li et al. [30] extend the model to

consider design decisions; however, the dispatch models utilize constant thermal efficiencies for subsystems,

instead of the decision-dependent heat losses employed by Wagner et al. [12].

Our primary contribution extends the work in Wagner et al. [12] to include (i) an analytical model of

receiver outlet temperature, (ii) an empirical model of the temperature-dependent efficiency of the power

cycle, and (iii) a technique that obtains a near-optimal solution to the resulting mixed-integer nonlinear

program quickly enough to provide real-time decision support to industry users. Non-convex nonlinear

optimization models such as this can present significant tractability issues. Scioletti et al. [31] solve a linear

approximation of a nonlinear model to optimize the design and dispatch of a microgrid with diesel
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generators, PV systems, and batteries installed in a remote location, and Goodall et al. [32] extend the

model to account for the battery’s capacity fade. In both of these cases, standard linear

outer-approximations for the bi-linear terms described in McCormick [33] provide sufficient accuracy, while

a heuristic yields high-quality, feasible solutions to the nonlinear model instances. As global optimization

methodologies for nonlinear and mixed-integer nonlinear models become more mature and effective, exact

nonlinear solutions of these types of models are becoming more common [34]. Ellingwood et al. [35]

develop a non-convex mixed-integer, quadratically constrained program to optimize the dispatch of a

flexible heat CSP plant with TES, and use a heuristic and genetic algorithm to find a near-optimal

dispatch solution. Blackburn et al. [36] optimize a district energy grid with storage using quadratic

programming to develop an incumbent solution with which to warm start a mixed-integer nonlinear solver.

Dowling et al. [37] solve a CSP system scheduling and control model formulated as a mixed-integer linear

program, and coupled with a nonlinear engineering model, via decomposition.

The underlying modeling challenge of energy systems driven by heat is the dependence of the product

of interest – electricity, in most cases – on both the temperature and mass flow rate of the heat source.

Furthermore, heat source temperature is often constrained in relation to mass flow rate. This condition is

most commonly encountered in thermodynamic cycles and heat transfer equipment, including in heating,

ventilation, and air-conditioning applications [38], building energy storage [39], in other thermally-powered

generators such as natural gas combined cycles [40], coal, or nuclear plants, or in industrial process heat

applications. Grid energy storage using a near-reversible thermodynamic cycle is gaining interest. So-called

“pumped thermal” energy storage uses electricity from the grid during low-demand time periods to

thermally charge media in storage tanks. This media is then used as a thermodynamic reservoir to

generate electricity with a power cycle during higher-demand time periods [41]. Decision variables in

scheduling the charge or discharge of the fluid must account for the thermal mass of media being charged

and the temperature of fluid in the tanks after thermal losses, which become increasingly significant with

charge dwell time. In all of these cases, the production rate of the system is dependent on the bi-linear

product of two continuous variables, temperature and mass flow rate of the heat source.

We investigate the performance of approximate linear formulations of our model using McCormick

envelopes [33], and several piece-wise envelopes [42–45]. Ultimately, we find that these formulations become

computationally difficult and possess unacceptable approximation error for our application. Significant

advances in methods and software for solving this class of optimization model are ongoing. Among them,

we employ a commercial solver utilizing the spatial branch-and-bound method to maintain proof of global

optimality and exploit the speed with which the linear sub-problems can be solved [46, 47]; in turn, this

methodology can be tailored and applied to energy systems in which heat is explicitly modeled.
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2.3 System Overview and Real-time Dispatch Optimization Model

Figure 2.1 depicts a notional CSP plant with TES in the power tower configuration, and relates sets of

constraints in our mathematical formulation to the subsystems they represent. The energy flow through

the plant can be subdivided into two procedures. In the first, which we call collection mode, sunlight is

absorbed as heat and transferred to thermal energy storage. The second procedure, which we call

production mode, deploys the stored thermal energy to generate electricity by transferring the thermal to

electrical energy using a turbine and generator with the aid of HTF-to-steam heat exchangers. Specifically,

in collection mode, the receiver gathers solar thermal energy from the heliostat field and transfers this

energy to the heat transfer fluid pumped through its tubes. The amount of thermal power available to the

receiver varies with respect to season, time of day, weather conditions, and the level of dust or other aerosol

particles in the atmosphere. During collection, the heat transfer fluid acts as a coolant for the receiver

tubing, keeping its temperature within an acceptable range. If the mass flow rate of the heat transfer fluid

is too low, the thermal power from the heliostat field can rapidly exceed safe temperature levels for the

receiver tubing, damaging or destroying it. To avoid this, plants adopt some form of temperature-limiting

control scheme; we consider the most conservative of these schemes, “clear-sky control,” in which the

receiver mass flow rate is controlled according to the clear-sky solar resource, which is the maximum

theoretically possible thermal output of the heliostat field. This control scheme buffers temperatures

during periods of varied thermal input, but also reduces the receiver outlet temperature below its design

point in these same periods.

In production mode, the power cycle converts thermal energy stored in the HTF into electrical energy,

which is used to cover plant operating electrical loads; the excess can be sold to the utility grid. The power

cycle physically consists of multiple heat exchangers, steam turbines, a steam condenser, and the associated

feedwater components. Power cycle start-up is the process of bringing the heat exchangers gradually up to

operating temperature, and ramping the steam turbines to their minimum operating speed. Power cycle

standby is modeled as an electrical load in which auxiliary boilers and heat tracing maintain the power

cycle component temperatures close to their minimum operating values. Collected energy may be

concurrently used in production mode or stored for later use; the presence of TES in this system permits

the two modes to run separately, allowing the plant to schedule production to maximize revenue.
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Figure 2.1 CSP-TES plant configuration (Graphic © NREL). A depiction of a molten salt power tower
CSP plant, which consists of a heliostat field, molten salt receiver, thermal energy storage, and a steam
Rankine power cycle. Numbers relate the sets of constraints in the mathematical formulation to the plant
subsystems they represent.

Previous CSP dispatch models [12, 25] represent the thermal energy in storage directly and utilize

energy relations to model plant processes, including receiver start-up and operation, thermal energy

storage, and cycle start-up and operation. While this yields a linear set of constraints, these relations do

not represent energy quality (temperature) trade-offs between receiver collection and power cycle

production efficiency [26]. Therefore, we extend the dispatch optimization model (H), presented in Wagner

et al. [12], to utilize mass and temperature balance relations for time periods early in the horizon, while

retaining the original linear model for time periods further in the future, to improve the quality of the

dispatch solutions. Figure 2.2 depicts (a) the plant representation used in (H), and (b) the plant

representation used in our model (R), for comparison.
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ṁrcs
t ,trout

t

ṁc
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Figure 2.2 Real-time Dispatch Optimization Model Formulation Comparison

2.3.1 Notation

The following non-convex, mixed-integer, quadratically-constrained program, (R), requires the initial

operational state of the system, the expected cycle conversion efficiency profile as a function of ambient

temperature and thermal input, power cycle thermal input and conversion efficiency regressions, pumping

power regressions, and the energy price, or tariff profile (Table 2.1). In general, upper-case letters denote

parameters while lower-case letters are reserved for variables. We use lower-case letters for indices and

upper-case script letters for sets.

Table 2.1 Real-time dispatch model, (R), notation.

Indices and Sets

t ∈ T L Time periods using the linear formulation

t ∈ T N Time periods using the nonlinear formulation

t ∈ T Time periods in the problem horizon; i.e., T = T N ∪ T L,

T N ∩ T L = ∅, and t < t′ ∀ t ∈ T N, t′ ∈ T L

Time-indexed Parameters Units

Dt Time-weighted discount factor in period t;

i.e., Dt = γt -

∆t Duration of period t h
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Table 2.1 Continued.

ηamb
t Cycle efficiency ambient temperature

adjustment factor in period t kWe/kWt

Ft Ratio of available to clear-sky CSP receiver

power in period t; i.e., Ft =
Qin

t

Qcls
t

-

Lcon
t Normalized condenser parasitic loss in period t -

Pt Electricity sale price in period t $/kWhe

Qcls
t Theoretical clear-sky thermal power generated by

the CSP receiver in period t kWt

Qin
t Available thermal power generated by the CSP

receiver in period t kWt

W net
t Maximum net grid transmission in period t kWe

Cost Parameters Units

α Conversion factor between unitless and

monetary values $

Cc Operating cost of power cycle $/kWhe

Cchsp Penalty for power cycle hot start-up per start $

Ccsb Operating cost of power cycle standby operation $/h

Ccsu Penalty for power cycle cold start-up per start $

CδW Penalty for change in power cycle production $/kWe

Cr Operating cost of heliostat field and receiver $/kWht

Crhsp Penalty for receiver hot start-up per start $

Crsu Penalty for receiver cold start-up per start $

CvW Penalty for change in power cycle production

beyond designed limits $/kWe

γ Exponential time weighting factor -

P̂ Average electricity sale price $/kWhe

CSP Field and Receiver Parameters Units

Drsd Time required to complete receiver shutdown h

Drsu Minimum time required to complete receiver start-up h

Ehs Heliostat field start-up or shut down parasitic loss kWhe

Ersd Required energy expended to shut down the receiver kWht

Ersu Required energy expended to start receiver kWht
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Table 2.1 Continued.

Ṁ
r

Minimum mass flow rate through the receiver kg/h

Ṁ r Maximum mass flow rate through the receiver kg/h

Qrl Minimum operational thermal power delivered by receiver kWt

Qrsb Required thermal power for receiver standby kWt

Qru Allowable power per period for receiver start-up kWt

T rout Maximum allowable receiver outlet temperature ◦C

W hco Heliostat field communication parasitic draw kWe

W htf Tower piping heat trace full load parasitic draw kWe

W htp Tower piping heat trace part load parasitic draw kWe

W htr Heliostat field tracking parasitic draw kWe

Thermal Energy Storage Parameters Units

Cp Specific heat of the HTF kWht/kg◦C

Eu Thermal energy storage capacity kWht

Mcs Minimum mass of HTF in cold storage kg

Mcs Maximum mass of HTF in cold storage kg

Mhs Minimum mass of HTF in hot storage kg

Mhs Maximum mass of HTF in hot storage kg

T cs Minimum fluid temperature in cold storage ◦C

T cs Maximum fluid temperature in cold storage ◦C

T hs Minimum fluid temperature in hot storage ◦C

T hs Maximum fluid temperature in hot storage ◦C

Power Cycle Parameters Units

αb Regression intercept for HTF temperature

drop across the power cycle ◦C

αT Inlet temperature regression coefficient for heat transfer

fluid temperature drop across the power cycle -

αm Mass flow rate regression coefficient for heat transfer

fluid temperature drop across the power cycle ◦C h/kg

βb Regression intercept for power cycle efficiency model kWe

βT Regression coefficients for power cycle efficiency model kWe/
◦C

βm Regression coefficients for power cycle efficiency model kWhe/kg

βmT Regression coefficients for power cycle efficiency model kWhe/
◦C kg
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Table 2.1 Continued.

∆T c Maximum change in temperature of the heat transfer

fluid through the steam generation system ◦C

Ec Required energy expended to cold start the power cycle kWht

Ew Required energy expended to warm start the power cycle kWht

ηd Cycle nominal efficiency kWe/kWt

ηp Slope of linear approximation of power cycle

performance curve kWe/kWt

K l Slope of minimum thermal input to the power cycle

per change in input temperature kWt/
◦C

Ku Slope of maximum thermal input to the power cycle

per change in input temperature kWt/
◦C

Ṁc Minimum mass flow rate of HTF to the

power cycle kg/h

Ṁc Maximum mass flow rate of HTF to the

power cycle kg/h

Qc Thermal power input during power cycle start-up kWt

Ql Minimum operational thermal power input to the

power cycle kWt

Qu Cycle thermal power capacity kWt

T d Design point HTF temperature at the

power cycle inlet ◦C

Ẇ l Minimum cycle electric power output kWe

Ẇ p Maximum parasitic electrical load kWe

Ẇ u Power cycle electric power rated capacity kWe

Ẇ v+

Power cycle ramp-up violation limit kWe/h

Ẇ v− Power cycle ramp-down violation limit kWe/h

W b Power cycle start-up and standby operation parasitic load kWe

W c Power cycle operating parasitic load kWe

Continuous Decision Variables Units

ŝ Discounted thermal energy in storage at the

end of the problem horizon kWht

s0 Usable thermal energy at the formulation

transition period kWht
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Table 2.1 Continued.

Time-indexed Continuous Decision Variables Units

drsd
t Receiver shutdown time inventory in period t ∈ T h

drsu
t Receiver start-up time inventory in period t ∈ T h

f rsd
t Fraction of period used for receiver shutdown in period t ∈ T -

f rsu
t Fraction of period used for receiver start-up in period t ∈ T -

pc
t Power draw of HTF pumps to the power cycle

in period t ∈ T kWe

pfw
t Power draw of feedwater pumps to the power cycle

in period t ∈ T kWe

pr
t Power draw of HTF pumps to the receiver

in period t ∈ T kWe

ṁc
t Mass flow rate of HTF to the cycle

in period t ∈ T N kg/h

ṁrcs
t Mass flow rate of HTF to the receiver directed

to cold storage in period t ∈ T N kg/h

ṁrhs
t Mass flow rate of HTF to the receiver directed

to hot storage in period t ∈ T N kg/h

mcs
t Mass of HTF in cold storage in period t ∈ T N kg

mhs
t Mass of HTF in hot storage in period t ∈ T N kg

st Usable thermal energy in period t ∈ T L kWht

tcout
t Temperature of HTF at the cycle outlet

in period t ∈ T N ◦C

tcs
t Temperature of HTF in cold storage

in period t ∈ T N ◦C

ths
t Temperature of HTF in hot storage

in period t ∈ T N ◦C

trout
t Temperature of HTF at the receiver

outlet in period t ∈ T N ◦C

ucsu
t Power cycle start-up energy inventory in period t ∈ T kWht

ursu
t Receiver start-up energy inventory in period t ∈ T kWht

ursd
t Receiver shutdown energy inventory in period t ∈ T kWht

ẇt Power cycle electricity generation in period t ∈ T kWe

ẇδ
+

t Power cycle ramp-up in period t ∈ T kWe
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Table 2.1 Continued.

ẇδ
−
t Power cycle ramp-down in period t ∈ T kWe

ẇp
t Electrical power purchased from the grid in period t ∈ T kWe

ẇs
t Electrical power sold to the grid in period t ∈ T kWe

ẇv+

t Power cycle ramp-up beyond designed limit in period t ∈ T kWe

ẇv−
t Power cycle ramp-down beyond designed limit in period t ∈ T kWe

xt Power cycle thermal power utilization in period t ∈ T L kWt

xr
t Thermal power delivered by the receiver in period t ∈ T kWt

Time-indexed Binary Decision Variables

yt 1 if cycle is generating electric power in period t ∈ T ;

0 otherwise

ychsp
t 1 if cycle hot start-up penalty is incurred in period t ∈ T

(from standby); 0 otherwise

ycsb
t 1 if cycle is in standby mode in period t ∈ T ; 0 otherwise

ycsdp
t 1 if cycle is shutting down in period t ∈ T ; 0 otherwise

ycsu
t 1 if cycle is starting up in period t ∈ T ; 0 otherwise

ycsup
t 1 if cycle cold start-up penalty is incurred in period

t ∈ T (from off); 0 otherwise

ycgb
t 1 if cycle begins electric power generation in period

t ∈ T ; 0 otherwise

yr
t 1 if receiver is collecting thermal power in period

t ∈ T ; 0 otherwise

yrhsp
t 1 if receiver hot start-up penalty is incurred in period

t ∈ T (from standby); 0 otherwise

yrsb
t 1 if receiver is in standby mode in period t ∈ T ; 0 otherwise

yrsd
t 1 if receiver is shutting down in period t ∈ T ; 0 otherwise

yrsdp
t 1 if receiver completes shut down in period t ∈ T ; 0 otherwise

yrsu
t 1 if receiver is starting up in period t ∈ T ; 0 otherwise

yrsup
t 1 if receiver cold start-up penalty is incurred in period

t ∈ T (from off); 0 otherwise

2.3.2 Objective Function and Constraints

We maximize plant revenue given as profit from the sale of electricity to the utility grid less the cost of

purchases from the grid and estimates of operations and maintenance due to dispatch decisions throughout
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the time horizon in question. We adopt estimates of costs due to the power cycle dispatch solution as in

Kumar et al. [48]. Lesser penalties are introduced to enforce the logic associated with the receiver and

power cycle standby and shut down modes. Profit terms in the objective are weighted according to an

exponentially diminishing discount factor dependent on the number of periods elapsed; specifically, we

adopt the exponential factor used in Hamilton et al. [26]. Cost terms are inversely weighted by this same

discount factor. Finally, we add an end-of-model thermal storage incentive which is the discounted value of

thermal energy in storage at the end of the problem horizon. This objective mimics that given in Wagner

et al. [12], but we state it here for completeness.

Real-time Dispatch Model Objective Function

(R) maximize
∑
t∈T

[
Dt∆tPt (ẇs

t − ẇ
p
t )

− 1

Dt

[ (
Ccsuycsup

t + Cchspychsp
t + αycsdp

t

)
+
(
CδW(ẇδ

+

t + ẇδ
−

t ) + CvW(ẇv+

t + ẇv−

t )
)

+
(
Crsuyrsup

t + Crhspyrhsp
t + α(yrsb

t + yrsdp
t )

)
+ ∆t

(
Ccẇt + Ccsbycsb

t + Crxr
t

) ]]
+ P̂ ηdŝ (2.1)

Constraints having terms indexed in period t-1, but applied to all periods t ∈ T , use the corresponding

initial condition parameter for the decision variable when t = 1. All time-indexed decision variables

requiring an initial value use the same notation for the parameter as the decision variable indexed in period

t = 0, e.g., the initial condition for the power cycle operating binary variable yt is the parameter y0.

Constraints indexed over the set of time periods in T N apply only to periods using the nonlinear

formulation, while constraints indexed over T L apply only to those using the linear formulation.

Constraints indexed over T apply in both formulations. Constraints that either mimic or are largely in the

spirit of those already given in Wagner et al. [12] are included in Appendix A; we introduce here only those

aspects of the formulation that capture the more detailed temperature and mass balance.

2.3.2.1 Receiver Operations

We represent the clear-sky control scheme in the nonlinear formulation by imposing a lower bound on

the mass flow rate to the receiver according to modeled cloudless conditions, but have no natural way to

incorporate this effect in the linear formulation. The receiver can be operated in several modes, which we

represent as follows:

16



1. Start-up: Thermal power from the heliostat field is used to gradually raise the temperature of the

receiver tubing to its operating temperature. HTF is circulated from the cold storage tank through

the receiver, and returned back to cold storage with no increase in the HTF temperature.

2. Collection: Thermal power from the heliostat field collected at the receiver causes a positive change

in temperature of the HTF pumped through the receiver. This high temperature fluid is directed to

the hot storage tank.

3. Standby: HTF is circulated from cold storage through the receiver to maintain its temperature (in

the absence of thermal input from the heliostat field), and returned to the cold storage tank at a

lower temperature.

4. Shutdown: Thermal power from the heliostat field is applied to the receiver while the receiver tubing

is drained. We do not model the mass of HTF that returns to cold storage in this operating mode.

The following constraints govern receiver operations in each operating mode.

Receiver Start-up

drsu
t ≤ drsu

t−1 + ∆tf
rsu
t ∀ t ∈ T (2.2a)

drsu
t ≤ Drsuyrsu

t ∀ t ∈ T (2.2b)

Drsuyrt ≤ drsu
t +Drsu

(
yr
t−1 + yrsb

t−1

)
∀ t ∈ T (2.2c)

ursu
t ≤ ursu

t−1 + ∆t min
{
Qin
t f

rsu
t , Qru

}
∀ t ∈ T (2.2d)

ursu
t ≤ Ersuyrsu

t ∀ t ∈ T (2.2e)

Ersuyrt ≤ ursu
t + Ersu

(
yr
t−1 + yrsb

t−1

)
∀ t ∈ T (2.2f)

f rsu
t ≤ yrsu

t ∀ t ∈ T (2.2g)

f rsu
t ≥ yrsu

t − yr
t ∀ t ∈ T (2.2h)

Prior to collecting energy, the receiver must complete start-up. Physically, this process involves

gradually heating the receiver tubing and HTF to the minimum operating temperature, and requires some

level of thermal input from the heliostat field. The duration of this process depends on how thoroughly the

receiver was drained of the HTF during previous operations. To represent this dependence, constraints

(2.2a)-(2.2c) require a start-up time “inventory” be fulfilled, in addition to the start-up energy “inventory”

in constraints (2.2d)-(2.2f). The Drsu parameter defining the time to complete receiver start-up could be

set by a plant operator depending on how well the receiver was last drained. We employ a common

continuous decision variable in both requirements which represents the fraction of the current period used

for the start-up process. This variable is controlled by the start-up and operation binary variables in
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constraints (2.2g)-(2.2h). The remaining fraction of the last period of start-up may be used for collection.

Receiver Collection Energy Balance

xr
t ≤ Qin

t min
{

1− f rsu
t , yr

t , 1− f rsd
t

}
∀ t ∈ T (2.3a)

xr
t ≥ Qrl

(
yr
t − f rsu

t − f rsd
t

)
∀ t ∈ T (2.3b)

The parameter Qin
t provides an upper bound on the amount of thermal power the receiver can collect in

each period, which is reduced by the fraction of the current period used for receiver start-up or shutdown

in constraint (2.3a). The receiver operating binary forces the power collected to zero for periods in which

the receiver is not operating. Receiver power collection must be greater than its non-zero lower bound Qrl

during periods in which it is operating, but we relax this lower bound by the fraction of the period used for

receiver start-up or shutdown in constraint (2.3b).

Receiver Shutdown

drsd
t ≤ drsd

t−1 + ∆tf
rsd
t ∀ t ∈ T (2.4a)

drsd
t ≤ Drsdyrsd

t ∀ t ∈ T (2.4b)

Drsdyrsd
t ≥ Drsdyrsd

t−1 − drsd
t−1 ∀ t ∈ T (2.4c)

ursd
t ≤ ursd

t−1 + ∆tQ
in
t f

rsd
t ∀ t ∈ T (2.4d)

ursd
t ≤ Ersdyrsd

t ∀ t ∈ T (2.4e)

Ersdyrsd
t ≥ Ersdyrsd

t−1 − ursd
t−1 ∀ t ∈ T (2.4f)

f rsd
t ≤ yrsd

t ∀ t ∈ T (2.4g)

f rsd
t ≥ yrsd

t − yrt ∀ t ∈ T (2.4h)

Similar to the receiver start-up process, a receiver shutdown process consists of draining the receiver

tubing while thermal energy is applied to the receiver by the heliostat field. We use an analogous

formulation of this process having both a time “inventory” in constraints (2.4a)-(2.4c) and an energy

“inventory” in constraints (2.4d)-(2.4f). We employ a common continuous decision variable in both

requirements which represents the fraction of the current period used for the shutdown process. This

variable is controlled by the shutdown and operation binary variables in constraints (2.4g)-(2.4h). The

remaining fraction of the first period of shutdown may be used for collection.

Constraints (2.2)-(2.4) apply in all time periods of the problem horizon, and are sufficient to represent

receiver operations during periods using the linear formulation. We add the following constraints to model

the mass flow rate of HTF pumped through the receiver and the temperature of this fluid at the outlet of
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the receiver in each time period using the following constraints, a subset of which contain some of the

nonlinearities that the model possesses.

Receiver Mass Flow Rate

ṁrcs
t + ṁrhs

t ≤ Ṁ r min
{

1, yrsu
t + yr

t + yrsb
t

}
∀ t ∈ T N (2.5a)

ṁrcs
t + ṁrhs

t ≥ Ṁ r max
{
f rsu
t , yr

t − f rsd
t + yrsb

t

}
∀ t ∈ T N (2.5b)

ṁrcs
t ≤ Ṁ r

(
f rsu
t + yrsb

t

)
∀ t ∈ T N (2.5c)

ṁrhs
t ≤ Ṁ ryr

t ∀ t ∈ T N (2.5d)

Constraint (2.5a) enforces an upper bound on the total mass flow rate through the receiver, while

constraint (2.5b) provides the lower bound, depending on the current operating mode. Constraint (2.5c)

allows mass flow through the receiver to be directed (back) to cold storage only while the receiver is in

start-up or standby modes. Constraint (2.5d) allows mass flow through the receiver to be directed to hot

storage only when the receiver is in collection mode. We add constraints (2.5c) and (2.5d) to represent the

plant’s usual operating procedure, which could be relaxed for cases in which the plant has greater flexibility

with respect to receiver operations.

Receiver Outlet Temperature

trout
t ≤ T rout min

{
1, yrsu

t + yr
t + yrsb

t

}
∀ t ∈ T N (2.6a)

trout
t ≥ T cs max

{
yrsu
t , yr

t + yrsb
t

}
∀ t ∈ T N (2.6b)

Constraint (2.6a) allows the receiver outlet temperature to be non-zero only during periods when the

receiver is in start-up, collection, or standby modes. Constraint (2.6b) enforces a lower bound on this

temperature under the same operating modes.

Receiver Power Balance

xr
t −Qrsbyrsb

t = Cp
(
ṁrcs
t + ṁrhs

t

) (
trout
t − tcs

t

)
∀ t ∈ T N (2.7a)

xr
t ≤ FtCp

(
ṁrcs
t + ṁrhs

t

) (
T rout − tcs

t

)
∀ t ∈ T N (2.7b)

Constraint (2.7a) relates the thermal power collected (or consumed to maintain standby) at the receiver

to the corresponding temperature change in the mass flow of HTF through the receiver. Constraint (2.7b)

ensures that the mass flow rate through the receiver is sufficient to preclude the receiver outlet temperature

from exceeding its upper bound under “clear-sky” conditions. The combination of (2.7a) and (2.7b)

19



guarantee that the receiver never exceeds its maximum outlet temperature, and enforce a reduction in

outlet temperature when the “clear-sky” fraction parameter Ft is less than 1.

2.3.2.2 Thermal Energy Storage

The following constraints govern thermal energy storage. The linear formulation directly represents the

usable thermal energy in storage by summing contributions from the receiver and outlays to the power

cycle. The nonlinear formulation instead represents the mass and bulk temperature of the HTF in the hot

and cold storage tanks separately. While temperature gradients can exist in these tanks, we assume that

the tanks are constantly stirred reactors, which implies that all mass in the tank is at the bulk

temperature.

Initial and Transition Energy

s0 = Cp(mhs
t −Mhs)(ths

t − T cs), t = |T N| (2.8a)

ŝ = γt+1st, t = |T | (2.8b)

The initial usable thermal energy in storage is calculated from the mass in and bulk temperature of the

hot storage tank as in (2.8a), which uses the initial condition parameters of these values for cases in which

the first period of the problem horizon subscribes to the linear formulation. The end-of-problem incentive

uses the final value of st (as in (2.8b)) for cases in which the last period of the problem is modeled with the

linear formulation, or an analogous calculation to (2.8a) when the final period uses the nonlinear

formulation. We then discount this level of thermal energy via the same exponentially diminishing factor

that appears in the objective.

We do not separate hot and cold storage in this representation, nor is there a representation of the

temperature of the HTF holding this energy. The efficiency at which this thermal energy is converted to

electrical energy is dependent on this temperature, is commonly referred to as the “quality” of the energy,

and is a primary consideration in plant operations.

Mass Balance

mcs
t = mcs

t−1 + ∆t

(
ṁc
t − ṁrhs

t

)
∀ t ∈ T N (2.9a)

mhs
t = mhs

t−1 + ∆t

(
ṁrhs
t − ṁc

t

)
∀ t ∈ T N (2.9b)

Constraints (2.9a) and (2.9b) account for the mass of HTF entering and leaving the cold and hot

storage tanks, respectively. The mass flow rate of HTF to the receiver directed to the cold tank does not
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appear in constraint (2.9a), because we model this mass as both leaving and returning to the cold storage

tank in the same time period.

Energy Balance

mcs
t t

cs
t = mcs

t−1t
cs
t−1 + ∆t

[(
ṁc
tt

cout
t + ṁrcs

t trout
t

)
−
(
ṁrcs
t + ṁrhs

t

)
tcs
t

]
∀ t ∈ T N (2.10a)

mhs
t ths

t = mhs
t−1t

hs
t−1 + ∆t

(
ṁrhs
t trout

t − ṁc
tt

hs
t

)
∀ t ∈ T N (2.10b)

Constraints (2.10a) and (2.10b) enforce energy balance on the cold and hot storage tanks, respectively.

Similar to the way in which the previous constraints apply mass balance on the tanks, these energy balance

constraints control the bulk temperature of each storage tank.

2.3.2.3 Power Cycle Operations

The power cycle can be operated in several modes, which we represent as follows:

1. Start-up: HTF from the hot storage tank is used to gradually raise the temperature of the power

cycle components to their operating temperature, and is returned to the cold storage tank. There is a

drop in the HTF temperature corresponding to the allowed thermal power extracted during start-up.

2. Production: HTF from the hot storage tank is used to generate high-pressure, high-temperature

steam, which expands through a turbine, which turns a generator producing electrical power. The

drop in temperature of the HTF and the efficiency at which the thermal energy is converted into

electrical energy are modeled using power cycle performance regressions.

3. Standby: Electric heat tracing and boilers maintain power cycle components above ambient

temperature, reducing the time required to complete the start-up procedure.
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The following constraints govern power cycle operations.

Power Cycle Start-up

ucsu
t ≤ ucsu

t−1 + ∆tQ
cycsu
t + (Ec − Ew) ycsb

t−1 ∀ t ∈ T (2.11a)

ucsu
t ≥ ucsu

t−1 + ∆tQ
cycsu
t − Ecycgb

t ∀ t ∈ T (2.11b)

ucsu
t ≤ Ecycsu

t ∀ t ∈ T (2.11c)

Ecyt ≤ ucsu
t + Ecyt−1 ∀ t ∈ T (2.11d)

Qcycsu
t ≤ Cpṁc

t

(
ths
t − tcout

t

)
+Qu(1− ycsu

t ) ∀ t ∈ T N (2.11e)

Qcycsu
t ≥ Cpṁc

t

(
ths
t − tcout

t

)
−Qu(1− ycsu

t ) ∀ t ∈ T N (2.11f)

Power cycle start-up enforced by constraints (2.11a)-(2.11d) is analogous to receiver start-up, but we

only insist on an energy “inventory” requirement to complete power cycle start-up, because this process is

not dependent on the variable output of the heliostat field. Constraint (2.11a) includes an energy incentive

if the power cycle was in standby mode prior to start-up. This incentive allows the power cycle to start up

more quickly for cases in which it was previously in standby mode, and is formulated similarly to

warm-start constraints in the unit commitment literature [49]. Constraint (2.11b) enforces a lower bound

on the cycle start-up energy “inventory” to prevent prolonging power cycle start-up, which could allow the

model to ferry HTF from the hot tank back to the cold tank, and is not an operation mode we consider. For

time periods in which we employ the nonlinear formulation, we further impose power balance constraints

(2.11e) and (2.11f) to model the temperature drop of the HTF across the power cycle during start-up.

Power Cycle Thermal Input

xt ≤ Quyt ∀ t ∈ T L (2.12a)

xt ≤ Qu −Ku
(
T d − ths

t′
)

∀ t ∈ T L, t′ = |T N| (2.12b)

xt ≥ Qlyt −K l
(
T d − ths

t′
)

∀ t ∈ T L, t′ = |T N| (2.12c)

ths
t − tcout

t ≥
(
αb + αTths

t + αmṁc
t

)
−∆T c(1− yt) ∀ t ∈ T N (2.12d)

ths
t − tcout

t ≤
(
αb + αTths

t + αmṁc
t

)
+ ∆T c(1− yt) ∀ t ∈ T N (2.12e)

Constraints (2.12a)-(2.12c) control the thermal input to the power cycle in periods using the linear

formulation. Constraints (2.12b) and (2.12c) reduce the upper and lower bounds, respectively, on thermal

input to the power cycle based on a linear function of the bulk temperature of the hot storage tank. These

reductions reflect bounds on the mass flow rate input to the power cycle (physically imposed by system

pumping limits), and assume a constant hot storage tank bulk temperature over all periods using the linear

formulation. Constraints (2.12d)-(2.12e) control the thermal input to the power cycle in periods using the
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nonlinear formulation. We fit the coefficients used in these constraints to the off-design steam Rankine

performance model developed in Hamilton et al. [26], which provides a close fit to the more detailed model

and is sufficient for our purposes.

Power Cycle Mass Flow Rate

ṁc
t ≤ Ṁ c(ycsu

t + yt) ∀ t ∈ T N (2.13a)

ṁc
t ≥ Ṁ cyt ∀ t ∈ T N (2.13b)

The mass flow rate input to the power cycle is controlled by constraints (2.13a) and (2.13b), which is

forced to zero in periods when the power cycle is not in start-up or production modes. Constraint (2.13b)

imposes a non-zero lower bound on this mass flow rate during periods of energy production, which is

relaxed in periods when the power cycle is in start-up mode.

Power Cycle Outlet Temperature

tcout
t ≤ T cs (yt + ycsu

t ) ∀ t ∈ T N (2.14a)

tcout
t ≥ T cs (yt + ycsu

t ) ∀ t ∈ T N (2.14b)

Constraints (2.14a)-(2.14b) control the temperature of HTF at the outlet of the power cycle, forcing it

to zero in periods when the power cycle is not either in start-up or production modes, and imposing a

non-zero lower bound under either of these operating modes.

Power Cycle Electric Output

ẇt =
ηamb
t

ηd

[
ηpxt + (Ẇ u − ηpQu)yt

]
∀ t ∈ T L (2.15a)

ẇt ≤
ηamb
t

ηd

[
βb + βTths

t + βmṁc
t + βmTṁc

tt
hs
t + Ẇ u(1− yt)

]
∀ t ∈ T N (2.15b)

ẇt ≥
ηamb
t

ηd

[
βb + βTths

t + βmṁc
t + βmTṁc

tt
hs
t − Ẇ u(1− yt)

]
∀ t ∈ T N (2.15c)

ẇt ≤ Ẇ u η
amb
t

ηd
yt ∀ t ∈ T (2.15d)

ẇt ≥ Ẇ l η
amb
t

ηd
yt ∀ t ∈ T (2.15e)

Constraints (2.15a), (2.15d), and (2.15e) are sufficient to control the production of electric power in

periods using the linear formulation. Constraint (2.15a) enforces a linear model of power cycle efficiency

with respect to the level of thermal input. Constraints (2.15d) and (2.15e) enforce non-zero upper and

lower bounds, respectively, on power cycle output during periods in which the power cycle is in generation
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mode. We replace (2.15a) with (2.15b) and (2.15c) in periods during which we employ the nonlinear

formulation, which enforces a nonlinear model of power cycle efficiency incorporating both mass flow rate

and temperature inputs, as well as the level of thermal energy input. This nonlinear efficiency model is

consistent with the linear model in (2.15a) at the design point, but imposes reduced efficiency at lower

input temperatures. We fit the coefficients in these constraints to the model developed in Hamilton et al.

[26]. We find that a linear regression on this model is not sufficient to capture off-design performance and

that the bilinear term in (2.15b) and (2.15c) is needed to accurately represent the temperature dependence

of the power cycle.

2.3.2.4 Grid Operations

The following constraints govern electric grid input and output, as well as plant parasitic loads.

Electric Power Sold and Purchased

ẇs
t − ẇ

p
t = (1− Lcon

t )ẇt −
[
pr
t +

Ehs

∆t
(yrsu
t + 2yrhsp

t + yrsdp
t )

+W hco +W htr(yrsu
t + yr

t + yrsb
t )

+W htpyr
t +W htf(1− yr

t) + pc
t + pfw

t

+W b(ycsu
t + ycsb

t ) +W c(1− yt)
]
∀ t ∈ T (2.16a)

ẇs
t ≤ min{W net

t yt, ẇt} ∀ t ∈ T (2.16b)

ẇp
t ≤ Ẇ p(1− yt) ∀ t ∈ T (2.16c)

Constraint (2.16a) accounts for electric production and plant parasitic loads. The electric output of the

power cycle is reduced by a multiplicative factor representing the power required to operate the steam

condenser portion of the power cycle, which is dependent on ambient temperature and varies with respect

to the current time period. Other parasitic loads are then subtracted from this net electric output,

including HTF and feedwater pumping power, heliostat and heat trace parasitic load, and the power

needed to run auxiliary boilers and heat tracing according to the current power cycle operating state.

Constraints (2.16b) and (2.16c) provide upper bounds for the electric power sold and purchased,

respectively. Changes to the heliostat tracking fraction incur the electric energy load Ehs, which is

time-averaged over the duration of the current time period. We include linear models of pumping parasitic

loads, which depend on receiver and power cycle thermal input, using the linear formulation. Periods using

the nonlinear formulation include piece-wise linear models of pumping parasitic loads, and depend on the

mass flow rate input to the receiver or power cycle fit to plant operational data.
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2.3.2.5 Variable Bounds

Decision Variable Bounds

Variable bounds are enforced in (2.17a)-(2.17m).

drsu
t , drsd

t , f rsu
t , f rsd

t , pr
t, p

c
t , p

fw
t , u

csu
t , ursu

t , ursd
t ≥ 0 ∀ t ∈ T (2.17a)

ẇt, ẇ
δ+

t , ẇδ
−

t , ẇs
t , ẇ

p
t , x

r
t ≥ 0 ∀ t ∈ T (2.17b)

0 ≤ ẇv+

t ≤ Ẇ v+

∀ t ∈ T (2.17c)

0 ≤ ẇv−

t ≤ Ẇ v− ∀ t ∈ T (2.17d)

0 ≤ st ≤ Eu ∀ t ∈ T L (2.17e)

xt ≥ 0 ∀ t ∈ T L (2.17f)

ṁc
t , ṁ

rcs
t , ṁrhs

t ,tcout
t ,trout

t ≥ 0 ∀ t ∈ T N (2.17g)

M cs ≤ mcs
t ≤M cs ∀ t ∈ T N (2.17h)

Mhs ≤ mhs
t ≤Mhs ∀ t ∈ T N (2.17i)

T cs ≤ tcs
t ≤ T cs ∀ t ∈ T N (2.17j)

T hs ≤ ths
t ≤ T hs ∀ t ∈ T N (2.17k)

yt, y
chsp
t , ycsb

t , ycsdp
t , ycsu

t , ycsup
t , ycgb

t ∈ {0, 1} ∀ t ∈ T (2.17l)

yrt , y
rhsp
t , yrsb

t , yrsd
t , yrsdp

t , yrsu
t , yrsup

t ∈ {0, 1} ∀ t ∈ T (2.17m)

2.3.3 Linear Formulation

We formulate (R) with indexing sets, T N and T L, which differentiate the time periods for which we

employ a nonlinear or linear plant representation. If the former set is empty and the latter set contains all

time periods in the horizon of interest, the representation reduces to a linear one, which is significantly

more tractable than (R). Though this formulation cannot represent the temperature dependence of power

cycle efficiency, it can find near-optimal solutions to discrete dispatch decisions (e.g., when to begin cycle

start-up). Our solution procedures, presented in §2.4 and Appendix B, take advantage of this feature by

solving the linear formulation (L) as an intermediate step towards solving the nonlinear formulation (R).

We define the linear formulation (L) as follows, and use this in Appendix B:

• Sets: T = T L and T N = ∅

• Objective: maximize plant revenue (2.1), (i.e., the objective given in (R))

• Constraints:

– Receiver operations: constraint groups (2.2), (2.3), (2.4), (A.7), and (A.8)

– Thermal energy storage: constraint (A.3); note s0 is a parameter defined by (2.8a)
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– Power cycle: constraints (2.11a)-(2.11d), (2.12a)-(2.12c), (2.15a), (2.15d), and (2.15e); as well as

constraint groups (A.17), (A.18), (A.19), and (A.20)

– Grid operations: constraint group (2.16); note we employ alternate definitions of the pumping

parasitic loads in (2.16a)

2.4 Solution Techniques

We consider a 48-hour time horizon owing to standard look-ahead policies. Correspondingly,

representative problem instances of (R) possess 6,624 constraints, of which 514 contain quadratic terms,

and 2,992 decision variables, of which 2,108 are continuous and 884 are binary, corresponding to using

nonlinear constraints for all time periods; that is, T = T N and T L = ∅.

Solving instances of the real-time dispatch problem (R), as described in Section 2.3, is intractable, with

relative optimality gaps averaging 10% after twelve hours. However, for the purposes of real-time decision

support, we require solution times of no more than five minutes. To increase tractability, we implement

three solution-expediting techniques, the first of which does not compromise optimality, the second of

which is inexact but consistent with typical operations, and the third of which restricts nonlinear

constraints to hold for only a portion of the problem horizon. Figure 2.3 summarizes all problem

modifications, and we denote the formulation with these modification (R′). The real-time dispatch

optimization model is formulated as a hybrid mixed-integer quadratically constrained program and a

mixed-integer linear program, with indexing sets defining the portion of the problem horizon using either

the nonlinear or linear constraints. This flexibility allows us to balance the computational difficulty of the

problem, enforcing the more accurate nonlinear constraints only in those time periods of most value to

plant operators. Appendix B describes a heuristic (R) that improves the optimality gap of solutions on

average, during a five-minute time limit.

Cuts (2.18a)-(2.18d) improve the simple bounds on variables contained in bilinear terms.

Exact Modifications

• Discretize values of ṁc
t : add binary decision variables to restrict ṁc

t to a small number of discrete
values.

• Formulate as a hybrid nonlinear-linear model: enforce constraints containing bi-linear terms only
in a portion of the problem horizon.

Inexact Modifications

Figure 2.3 Summary of Solution Techniques Applied to the Real-time Dispatch Optimization Model (R)
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2.4.1 Exact Problem Modifications

The mixed-integer, quadratically-constrained program solver uses McCormick envelope approximations

whose error (and the overall speed of the solver) can be improved by tightening simple bounds. Cuts

(2.18a)-(2.18d) are applied to (R) and provide modest improvements in solve times. Tightening bounds on

other variables contained in bilinear terms was not found to significantly improve the simple bounds on the

variables in question nor provide any significant solve time or error reduction.

Cuts on Variables Contained in Bilinear Terms

mcs
t ≤ mcs

t−1 + ∆tṀ
c ∀ t ∈ T N (2.18a)

mcs
t ≥ mcs

t−1 −∆tṀ
r ∀ t ∈ T N (2.18b)

mhs
t ≤ mhs

t−1 + ∆tṀ
r ∀ t ∈ T N (2.18c)

mhs
t ≥ mhs

t−1 −∆tṀ
c ∀ t ∈ T N (2.18d)

2.4.2 Approximate Linear Formulations

We investigate the performance of several approximate linear formulations of (R) based on the

McCormick approximation envelope [33]. This approach involves substituting bilinear terms with an

auxiliary variable and applying linear estimator constraints to this auxiliary variable, allowing it to

approximate the actual value of the bilinear term. This approximation becomes exact when either variable

contained in the bilinear term is at its upper or lower bound. Error increases as the simple bounds of either

variable contained in a bilinear term become looser. Piece-wise approximations mitigate the effects of

looser bounds by splitting the approximation envelope into smaller sub-envelopes which individually

contain less error than a single envelope. The improved accuracy comes at additional computational

expense because these formulations require additional binary decision variables to enforce the

representation of the appropriate sub-envelopes.

We present a simple analysis to determine an acceptable level of approximation error in the dispatch

solution. Constraints (2.15b) and (2.15c) represent the power cycle off-design efficiency regression

developed in Hamilton et al. [26], and control the electrical power produced. Therefore, the bilinear term

present in this regression, ṁc
tt

hs
t , significantly affects the objective function. We estimate acceptable

approximation error in this bilinear term by calculating the fraction of power cycle input required to

achieve the maximum electrical output. We apply a scaling factor, (1 + ε), to the bilinear term to represent

a known approximation error, as in equation (2.19a). We then determine the fraction of design-point mass

flow input to the cycle required to reach the upper bound of the electrical output. Ideally, this ratio would

be 1, but decreases as the approximation error increases, effectively allowing the model to “cheat” the
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power cycle efficiency constraints by extracting more electrical power than is possible at a certain mass flow

rate of input.

Relations Estimating the Impact of Bilinear Approximation Error

ẇ = βb + βTT d + βmṁc + βmTṁcT d · (1 + ε) (2.19a)

ṁc =
Ẇ u − βb − βTT d

βm + βmTT d · (1 + ε)
(2.19b)

Figure 2.4 Fraction of power cycle input needed for maximum output with respect to bilinear
approximation error. The parameter N represents the number of piece-wise approximation envelopes used.

Figure 2.4 depicts the relationship between the bilinear approximation error and the normalized power

cycle input required for maximum electrical output. This simple analysis suggests that we could accept

approximation error in the range of 5% or less to calculate a solution with 10% approximation error in the

power cycle model. We use this relation to judge if an approximate linear formulation produces suitable

accuracy. We find that the standard McCormick approximation is computationally efficient but produces a

solution with 30% approximation error. Gounaris et al. [42] present many piece-wise approximation

envelope formulations for the nonlinear pooling problem and find that their performance is

problem-dependent. We implement five of their favored formulations to linearize the bilinear terms in (R),
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and note that certain formulations are much more computationally tractable than others. However, no

versions result in solution times for our instances that are viable in a real-time setting when the number of

sub-envelopes exceeds four; on the other hand, four sub-envelopes result in approximately 4%

approximation error in the bilinear terms. This 4% approximation error allows for up to 10% error in the

power cycle regression. Therefore, we instead solve the exact nonlinear formulation of (R) using the

following modifications to reduce the problem size.

2.4.3 Inexact Problem Modifications

We restrict the mass flow rate input to the power cycle, ṁc
t , to a small number of discrete values. This

continuous decision variable is contained in two bilinear terms (ṁc
tt

hs
t and ṁc

tt
cout
t ), indexed over the

periods using the nonlinear formulation, and directly involved in the objective through the electrical output

regression constraints (2.15b) and (2.15c). We add binary decision variables to enforce the discrete nature

of ṁc
t . This modification results in a measurable improvement in problem tractability. (Although it further

presents the opportunity to apply exact linearizations of the product of discrete and continuous variables,

we find these formulations— which add continuous and binary variables– to be detrimental to problem

tractability.) Data show that operators commonly dispatch mass flow rate to the power cycle at a small

number of discrete values; however, we do not attempt to prescribe specific values, and instead use evenly

spaced values between the minimum and maximum allowable mass flow rate in this analysis.

Table 2.2 Real-time dispatch model, (R), additional notation.

Indices and Sets

i ∈ I Discrete increments of ṁc
t

Parameters Units

Ṁ csu Mass flow rate of HTF to the power cycle during start-up kg/h

Ṁ c∆
i Increment i of mass flow rate of HTF to the power cycle kg/h

Binary Variable

θit 1 if increment i of mass flow rate to power cycle is used

in period t; 0 otherwise
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Discretization of Mass Flow Rate to the Power Cycle

ṁc
t = Ṁ csuycsu

t + Ṁ cyt +
∑
i∈I

Ṁ c∆
i θit ∀ t ∈ T N (2.20a)

θi+1,t ≤ θit ∀ i ∈ I, t ∈ T N : i < |I| (2.20b)

Cut on Binary Variables Used to Discretize ṁc
t

θit ≤ yt ∀ i ∈ I, t ∈ T N (2.21a)

We add the binary decision variables θit and constraints (2.20a)-(2.20b) to restrict ṁc
t to a small number

of discrete values. We find this formulation, which includes a precedence constraint on the added binaries,

to be preferable to formulations using a packing constraint. A cut (2.21a) on the added binaries further

improves tractability, and relates these new binaries to the existing power cycle binary decision variables.

We then restrict nonlinear constraints to the first 24 hours of the 48-hour problem horizon; that is, T N

corresponds to the first half of the problem horizon and T L to the latter half. This allows the nonlinear

constraints to apply only to those time periods which are most important to near-term operator decisions.

Representative problem instances of (R′) consisting of 68 time periods and after all inexact modifications,

possess 3,144 constraints, of which 338 are quadratic, and 2,928 decision variables, of which 1,868 are

continuous and 1,060 are binary. While the number of binary decision variables has increased, the number

of quadratic constraints decreases by roughly 35%. Enforcing the nonlinear constraints in only a portion of

time periods is an inexact modification; however, this change provides the single most significant

improvement in solve time.

2.4.4 Problem Scaling

We find the nonconvex mixed-integer, quadratically-constrained solver to be very sensitive to problem

scaling relative to more mature mixed-integer, linear programming solvers. To improve numerical stability,

we scale the units of parameters and decision variables to reduce the orders of magnitude between the

largest and smallest values. Representative instances of (R) and (R′) have five orders of magnitude

between the largest and smallest coefficients after scaling. The original unscaled formulation, which used

common engineering units for all parameters, had ten orders of magnitude between the largest and smallest

coefficients.

2.5 Scenario Descriptions and Results

The modified real-time dispatch optimization model (R′), is implemented in the AMPL modeling

language version 20191223 [50] and solved using Gurobi version 9.5 [51]. A Python wrapper is used to
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specify plant design parameters, the initial state of the plant, and time-varying parameters before invoking

the solver. Upon completion, the dispatch solution is written to an output file, along with the solver log

and elapsed wall time. Hardware architecture consists of a Dell Power Edge R610 server with two Intel

Xeon x5670s at 2.93 GHz and 192GB RAM, running Ubuntu version 18.04.5. We limit solve time to 300

seconds (which is appropriate for real-time use), specify a minimum relative gap of 1%, and otherwise use

the default solver parameters.

2.5.1 Notional Plant Design

We adopt a notional plant design (Table 2.3), which has a nominal generation capacity of 110 MW from

a steam Rankine cycle, and approximately 10 hours of thermal storage in a two-tank configuration. We

assume that the plant operating fluid is the commonly-used mixture of sodium nitrate and potassium

nitrate, which limits the operating temperature to a maximum of 565 ◦C. Table 2.4 lists operating cost

parameters, estimated from Kumar et al. [48].

Table 2.3 Notional CSP with TES plant design.

Parameter Symbol Units Value

Receiver:
Start-up energy Ersu MWht 141
Minimum start-up time Drsu hr 0.75
Maximum (design) thermal input Qru MWt 565

Minimum thermal input Qrl MWt 141

Maximum outlet temperature T rout ◦C 565

Maximum mass flow rate Ṁ r kg/h 1.04 ·105

Shutdown energy Ersd MWht 5

Shutdown time Drsd hr 0.5

Thermal energy storage:
Molten salt specific heat Cp kWht/kg◦C 1.505
Thermal energy storage capacity Eu MWht 1,100

Minimum mass in storage Mcs,Mhs kg 3500

Maximum mass in storage Mcs,Mhs Mkg 24

Power cycle:
Start-up energy consumption Ec MWht 140
Warm start energy consumption Ew MWht 12
Design thermal input Qu MWt 277

Design inlet temperature T d ◦C 565

Maximum gross output Ẇ u MWe 110

Maximum mass flow rate Ṁc kg/h 4.11 ·104

Minimum gross output Ẇ l MWe 21
Minimum up-time Y u h 3
Minimum down-time Y u h 8

Standby consumption W b MWe 6.25
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2.5.2 Problem Instances

We consider a 48-hour problem horizon with time periods that increase in length after one hour, and

again after four hours elapsed, with respect to the beginning of the horizon (see Figure 2.5); smaller time

periods (or higher fidelity) thereby exist in the near term, and longer time periods (or coarser fidelity)

result in the medium and long term. We adopt a time fidelity roughly consistent with the decision intervals

used by plant operators and the availability of weather forecast data, corresponding to 5-minute periods in

the first hour, 15-minute periods for the following 3 hours, and hourly periods for the remainder of the

problem horizon. In general, the size of each time period can be arbitrarily set by the ∆t parameters.

Table 2.4 Estimated CSP with TES operating costs.

Operating Costs and Penalties Symbol Units Value

Heliostat field and receiver Cr $/MWht 3
Receiver cold start-up Crsu $/start 7,000
Power cycle Cc $/MWhe 2
Power cycle cold start-up Ccsu $/start 10,000

Power cycle change in production CδW $/∆MWe 1

Power cycle standby Ccsb $/h 100

1 Hour 3 Hours 20 Hours 24 Hours

Transition
Model

5-Minute
Increments

15-Minute
Increments

60-Minute
Increments

Figure 2.5 Varying Fidelity of Time Periods and Formulation Transition in the Real-Time Dispatch
48-Hour Problem Horizon

We create representative weather condition data relating to solar resource availability and ambient

temperature efficiency for seven consecutive days in Clark, Nevada using the SAM Simulation Core

software [17, 52]. Time-varying parameters are directly provided by the software, whereas we estimate that

the theoretical “clear-sky” resource is equal on all days, and equivalent to the hourly maximum solar

resource seen throughout the time period in question. This ensures that for at least some periods in the

horizon, the available resource and the theoretical maximum resource match. Figure 2.6 shows the

distribution of solar resource for our problem instances and depicts days in Clark (i.e., 1, 3, and 6) that

have available solar near the theoretical “clear-sky” maximum; Clark 2 and 4 are somewhat low throughout

the solar day; Clark 5 is low at the beginning of the solar day, but recovers towards the end of the day; and

Clark 7 is high in the first half but is lower in the second half of the solar day.
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We consider two price signals, shown in Figure 2.7: (i) a constant purchase price agreement (PPA) of

$100 / MWhe during all periods, and (ii) a time-varying price signal taken from an hourly average of

California independent system operator (CAISO) pricing. CSP plants operating in the United States have

been able to negotiate PPA pricing in their utility markets. These agreements are beneficial because they

eliminate variations in pricing due to time of delivery and allow the operators to instead focus on

maximizing energy delivered to the grid. As CSP technology matures and becomes more widely adopted in

the United States, it is likely that these plants will have to compete in the day-ahead market, where energy

prices vary with time of day. Since our model can accommodate time-varying price signals, we include data

taken from the California market, which is unique due to the significant penetration of photovoltaic

generation. We modify the CAISO price signal data such that the average price for both markets is equal

($100 / MWhe) to facilitate comparison between problem instances. We assume that power is purchased

from the grid at the same price at which it is sold to the grid in each period.

Figure 2.6 Distribution of solar resource in Clark, Nevada problem instances.

2.5.3 Solution Times

We test model solve times over 42 problem instances consisting of the combinations of initial conditions

listed in Table 2.5 and time-indexed parameters developed from the weather data provided by the SAM

Simulation Core software. The receiver is assumed to begin the day in the “off” mode in all problem

instances.
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Figure 2.7 Price signals considered, constant purchase price agreement (PPA) and California ISO (CAISO)
pricing hourly average.

Table 2.5 Initial Conditions used to develop representative problem instances.

Baseline Cycle On Full Tank Low Temp Tank

Cold Tank
Temp (◦C) 350 300 300
Fill (%) 80 10 80

Hot Tank
Temp (◦C) 550 550 500
Fill (%) 20 90 20

Power Cycle standby minimum output standby

• Time Indexed Parameters

– Clark 1-7: Developed from seven days of weather data collected in Clark, Nevada.

– PPA or CAISO: Price signals assuming either a constant PPA or CAISO hourly average market.

Table 2.6 summaries the benefit to tractability of the exact and inexact modifications presented in

Appendix B and Section 2.4. We remove each modification individually to test the improvement provided

independently of other modifications. We see steady improvement in the average gap of the problem

instances considered, with the exception of the discretization of ṁc
t for the PPA price signal; in this case,

maintaining the variable as continuous (with the other enhancements) provides the best average results,

perhaps owing to recent improvements in the solver’s ability to handle numerics and in its treatment of the

McCormick underestimators. Results for the maximum gap are less clear, possibly due to the solver’s
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heavy reliance on heuristics to produce feasible solutions. We present the number of problem instances

solved during the five-minute time limit for completeness, and note that previous versions of the Gurobi

solver resulted in far fewer instances solved without the proposed modifications. Given a more challenging

model and/or less sophisticated solver, our modifications increase in relevancy.

Table 2.6 Comparison of tractability for each technique presented. †The number of problem instances for
which the solver produces a feasible solution during the five-minute time limit.

PPA Price Signal

Solved† Average Gap Max Gap

Phased Solve (L)-(R̂)-(R′) 21 1.99 % 5.20 %
(R′) without Phased Solve 21 2.07 % 7.10 %

Drop Mass Cuts (18a)-(18d) 21 2.32 % 7.63 %
Continuous ṁc

t 21 1.48 % 3.77 %
Full Nonlinear Horizon 21 6.41 % 12.82 %

No Scaling 0 - -

CAISO Price Signal

Solved† Average Gap Max Gap

Phased Solve (L)-(R̂)-(R′) 21 4.25 % 11.32 %
(R′) without Phased Solve 21 4.61 % 12.04 %

Drop Mass Cuts (18a)-(18d) 21 4.73 % 12.99 %
Continuous ṁc

t 21 5.08 % 16.04 %
Full Nonlinear Horizon 21 5.61 % 115.81 %

No Scaling 0 - -

Table 2.7 summarizes solution times and relative gaps resulting from solving the real-time dispatch

optimization model (R′) on these 42 instances, having implemented the modifications presented in Section

2.4.3. Solve times average 252 seconds to achieve an average relative gap of approximately 3%. For the

problems with greater-than-average gaps, there appears to be difficulty in determining feasible solutions

(i.e., slow progress in the lower bound). In select problem instances, there is slow improvement in the

upper bound as well.

2.5.4 Example Dispatch Solution

We present the dispatch solution for a problem instance consisting of the Clark 6 solar day and the

low-temperature tank initial condition. This solar day has consistently high solar resource, but the hot

tank initial temperature is significantly below the design point (500◦C versus 565◦C). We choose this

solution because it facilitates the discussion of trade-offs in the model’s objective. Higher hot storage tank

temperature allows for increased efficiency in the power cycle, and our resulting intuition about this

problem instance is correct in that the hot tank temperature increases over the course of the problem

horizon.
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Table 2.7 Real-Time Dispatch (R′) Timing Study Results. †300-second time limit reached; objective value
is reported in thousands of dollars.

PPA Baseline Initial Cycle On Full Tank Low Temp Tank
Price Time Obj Gap Time Obj Gap Time Obj Gap

Clark 1 † 175.4 1.96 % 58 s 222.6 0.89 % † 155.2 1.51 %
Clark 2 † 155.1 3.62 % 291 s 207.1 1.00 % † 133.1 4.10 %
Clark 3 † 186.1 4.64 % 74 s 253.9 0.96 % † 165.7 4.82 %
Clark 4 † 193.6 1.66 % 30 s 238.4 0.67 % † 172.5 1.61 %
Clark 5 † 175.5 4.85 % † 233.1 2.32 % † 155.8 4.14 %
Clark 6 † 175.6 1.52 % 43 s 222.8 0.24 % † 154.4 1.68 %
Clark 7 † 171.1 2.97 % 201 s 223.6 1.00 % † 148.8 4.03 %

CAISO Baseline Initial Cycle On Full Tank Low Temp Tank
Price Time Obj Gap Time Obj Gap Time Obj Gap

Clark 1 † 223.5 2.40 % 236 s 253.4 0.98 % † 208.2 4.03 %
Clark 2 † 190.3 10.50 % † 231.5 3.81 % † 171.3 12.04 %
Clark 3 † 231.6 4.27 % † 270.1 2.57 % † 214.2 4.13 %
Clark 4 60 s 242.6 0.19 % 69 s 269.9 0.31 % † 228.9 1.06 %
Clark 5 † 210.5 6.89 % † 252.6 3.27 % † 190.5 10.11 %
Clark 6 † 224.6 1.23 % 63 s 253.5 0.55 % † 209.5 2.88 %
Clark 7 † 201.0 10.68 % † 245.4 3.88 % † 183.1 11.09 %

Max † - 10.68 % † - 3.88 % † - 12.04 %
Average 283 s - 4.17 % 171 s - 1.29 % † - 4.56 %

Figure 2.8 shows the receiver outlet temperature and mass flow rate during the solar day, where receiver

operations for this problem instance are the same under either the PPA or CAISO price signal. The

fraction of available solar resource collected is close to 100%, and so is not plotted for clarity. The

“clear-sky” control policy, enforced by constraint (2.7b), provides a lower bound on the allowable mass flow

rate according to the maximum receiver outlet temperature and “clear-sky” solar resource. We note that

the actual mass flow rate to the receiver is very close to this lower bound. Operating the receiver at this

mass flow rate means the receiver outlet temperature is very near its maximum achievable value. This is

favorable with respect to the objective because the power cycle efficiency improves as the hot storage tank

temperature increases, and so the receiver is being operated to maximize the hot storage tank temperature.

Figure 2.9 shows the power cycle output profile and hot tank temperature for the CAISO price signal

and the remaining problem parameters as those associated with the dispatch solution in Figure 2.8. After

the power cycle completes start-up, it operates near 75% capacity for about an hour before ramping down

to minimum output during the periods of less-than-average energy price. This is due to the “duck curve”

nature of the CAISO price signal, in which the abundance of photovoltaic generation reduces the price

incentive during periods of high solar availability. As the price increases above average, the power cycle

ramps to 100% output until the hot storage tank is emptied. The power cycle returns to standby operation

until the following day. An important feature of this problem instance is that the plant’s hot storage tank

is initially at a temperature significantly below its design value. Power cycle operations early in the solar

day reduce the total mass at this lower temperature in the hot tank, allowing the hot tank temperature to
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more quickly recover to its design temperature. Operating at minimum output during the hours of solar

availability allows the power cycle to cover the parasitic draw of receiver operations, though the price

signal during these periods is less than prices later in the problem horizon.

Figure 2.8 Example receiver dispatch solution.

Figure 2.10 shows the power cycle output profile and hot tank temperature for the PPA price signal

and the same remaining problem parameters as those corresponding to the solutions shown in Figures 2.8

and 2.9. The power cycle completes start-up about two hours later under the PPA price signal relative to

the CAISO price signal, which allows the hot storage tank temperature to begin recovering from its low

initial condition before being used at the power cycle. It then ramps to 100% output for five hours before

ramping down to near minimum output for the remainder of the day. The long period of near-minimum

output in this solution results from the specific parameter values (and assumptions) used in this analysis,

which have the following relative magnitudes: Cycle Ramping < Cycle Efficiency < Cycle Standby <

Storage Incentive < Profit. Because we assume that energy is purchased from and sold to the grid at the

same price, operating the power cycle in cycle standby mode is more expensive than generating power at

minimum load. If, however, energy could be purchased from the grid at wholesale price, power cycle

standby would price favorably and the power cycle would instead return to standby at the end of the solar

day.

We note the following features in both solutions presented here: (i) power cycle operations during the

solar day (in the absence of a varying price signal) allow the plant to cover the parasitic loads incurred by

receiver operations, (ii) the dispatch model readily follows a varying price signal (sometimes aggressively

37



ramping cycle output to do so), and (iii) power cycle operations at minimum output incur significant

efficiency losses, but these losses are less than those incurred from the electric load of cycle standby under

our market assumptions.

Figure 2.9 Example power cycle dispatch solution under the CAISO price signal.

Figure 2.10 Example power cycle dispatch solution, under the PPA price signal.

2.5.5 Validation of Inexact Modifications

We attempt to validate the inexact modifications presented in Section 2.4.3 by solving instances of (R)

and corresponding instances of (R′). Ideally, solutions to instances without the changes would be similar to

those with the changes, or we could determine a bound on the improvement possible by removing these

modifications to the problem. Unfortunately, instances of (R) without these inexact changes could not be

solved to a reasonable optimality gap in order to make a comparison.
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2.6 Conclusions and Future Work

We extend the CSP with TES dispatch optimization model given in Wagner et al. [12] for real-time

decision support. Our contributions include: increasing time fidelity in the near-term portion of the

problem horizon; enforcing minimum up- and down-time requirements at the power cycle; improving the

accuracy of the receiver and power cycle start-up processes; and formulating mass and temperature

representations of the receiver, storage, and power cycle. The resulting non-convex mixed-integer,

quadratically-constrained program is computationally intractable with respect to supporting real-time

decisions. Therefore, we develop cuts and make realistic approximations to quickly determine near-optimal

solutions, i.e., within 3% on average for the instances we test, that can be determined in five minutes or

fewer. We present example dispatch solutions of a CSP with TES plant in a notional energy market. More

generally, this work demonstrates the potential of solving a non-convex mixed-integer,

quadratically-constrained program for the purposes of real-time decision support. Future research efforts

might use this model to develop standard policies, allow operators to achieve near-optimal dispatch in the

absence of an optimization model, and explore a wider range of problem instances to analyze features

impacting plant revenue.
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CHAPTER 3

SUBMITTED PAPER: OPTIMAL SIZING AND DISPATCH OF SOLAR POWER WITH STORAGE

Modified from a paper submitted to Optimization and Engineering.

Reproduced with permission from Springer Nature.

John L. Cox7,8, William T. Hamilton9, Alexandra M. Newman10, Janna Martinek11

Designers of utility-scale solar plants with storage, seeking to maximize some aspect of plant

performance, face multiple challenges. In many geographic locations, there is significant penetration of

photovoltaic generation, which depresses energy prices during the hours of solar availability. An energy

storage system affords the opportunity to dispatch during higher-priced time periods, but complicates

plant design and dispatch decisions. Solar resource variability compounds these challenges, because

determining optimal system sizes requires simultaneously considering how the plant will be operated under

the imposed market and weather conditions.

We develop an approach to analyze the economic performance of hybrid and single-technology solar

power plants, which incorporates optimal dispatch, and considers the expected weather and electricity

market conditions. We utilize the System Advisor Model software package to simulate the operation of

multiple renewable generation and energy storage technologies, in conjunction with hourly-fidelity

generation decisions determined by a revenue-maximizing, mixed-integer linear program. We show that,

under our assumed weather and market conditions, the lifetime benefit-to-cost ratio can be improved by 6

to 19 percent, relative to a baseline design without optimizing, and that a concentrating solar power with

thermal energy storage design produces significantly more energy per year, but is less profitable under our

cost assumptions.

3.1 Introduction

Renewable energy technology has progressed significantly with respect to reductions in cost-per-Watt of

capacity [2, 3], in part, motivating interest in the construction of larger renewable energy power plants.

The major drawback to the greater prevalence of these plants is that most renewable technologies cannot

be dispatched according to grid demand, and instead produce energy only when the resource is available.

Cost and capacity improvements to electrical and thermal storage technologies have allowed various forms

7Graduate student, Colorado School of Mines
8Primary researcher and author
9Post-Doctoral Researcher, National Renewable Energy Laboratory
10Professor, Colorado School of Mines
11Researcher, National Renewable Energy Laboratory
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of renewable energy to be stored to more flexibly meet demand. The hybridization of renewable energy

plants can further improve the availability of renewable energy, and provide greater dispatchable capacity

at a lower cost [53–55]. Figure 3.1 depicts a notional CSP and PV hybrid plant with both thermal energy

and battery storage.

Figure 3.1 Hybrid CSP-PV with storage plant configuration (Graphic © NREL). A depiction of a molten
salt power tower CSP plant with thermal energy storage and a steam Rankine power cycle, co-located with
a PV field and battery storage. Colored by the system sizing design variables: CSP solar multiple, TES
hours, CSP cycle capacity, PV field DC capacity, and battery hours of storage.

Photovoltaic (PV) panels generate electricity directly, by way of the photovoltaic effect, which can be

stored for later use (e.g., in a battery). Concentrating solar power (CSP) uses mirrors to focus the sun’s

energy to induce an increase in temperature of a heat transfer fluid. The thermal energy stored in this fluid

is then converted to electrical energy, typically via a steam Rankine power cycle. Utility companies and

governments may provide incentives via time-of-delivery price schedules to generate power at times of the

day during which demand is greater or supply is lower. At the time of this writing, PV-generated energy

has become sufficiently common in some markets so as to depress energy prices during the solar day, which

requires the use of a storage system to dispatch during higher-priced periods. Owing to their collection of

thermal, rather than electrical, energy, CSP systems are often coupled with a thermal energy storage

system, which improves their annual energy production and potentially provides them with a competitive

edge in day-ahead markets. Compared to thermal energy storage, electrochemical battery systems are more

expensive per unit capacity, which can make their use for bulk storage, i.e., greater than 8 hours,

prohibitively expensive. Utility-scale battery systems are increasing in number and maturity, but are still

much less common than PV plants without storage [56, 57].
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To evaluate the performance of a plant design under the imposed market and weather conditions, we

employ the National Renewable Energy Laboratory’s (NREL) System Advisor Model (SAM) to simulate

operations. Plant operational decisions are guided by a dispatch optimization model that maximizes plant

revenue from energy sales less estimates of operations-and-maintenance costs. We use economic

performance metrics of the plant simulation calculated by SAM financial models. This model of plant

performance is both complex and implicit, and so we cannot invoke optimization techniques that require

convenient mathematical structure and properties (e.g., convexity of the feasible region). Numerous

black-box optimization algorithms using various approaches (e.g., surrogate model fitting) are available as

open-source software. We focus on algorithms which allow seeding of prior knowledge, for the sake of

efficiency.

A concurrent execution framework facilitates sampling and optimizing the plant’s design according to

the chosen performance metric. The simulation, dispatch, and execution framework are packaged in the

Hybrid Optimization and Performance Platform (HOPP) [58]. Designing a solar energy plant with storage

is challenging because of the many degrees of freedom that affect the internal and external system

interactions and cost-to-performance trade-offs. Therefore, we consider only high-level aspects of the plant

design. Overall, we limit design variables to the sizing of plant systems shown in Figure 3.1.

The remainder of this chapter is organized as follows: Section 3.2 provides a literature review of

renewable energy technologies, plant performance evaluation, black-box optimization approaches, and a

brief overview of sampling techniques. Section 3.3 presents our approach for evaluating hybrid renewable

energy plants using the HOPP modeling framework; Section 3.4 describes our design optimization

methodology. Section 3.5 presents the results of a study that compares the performance of baseline to

optimally sized plants; we present trends seen in this study, dominating plant designs, and representative

dispatch solutions. Section 3.6 concludes with a summary and possible extensions of our work.

3.2 Literature Review

At the time of this writing, utility-scale molten salt power tower concentrating solar plants are a

relatively new technology with the ability to be coupled with comparatively cost-efficient thermal energy

storage [13–15]; a major drawback lies in their high upfront capital cost, though this has been falling in

recent years [57]. Jorgenson [59] compares the economic performance of parabolic trough and power tower

CSP plants, and Mehos et al. [16] analyze the value of CSP systems with TES on the California regional

grid with high renewable penetration; the authors use SAM, a multi-technology performance assessment

tool developed at NREL [17], to provide plant performance characteristics, and they use the commercial

software package PLEXOS for unit commitment and generator dispatch decisions. Numerous studies point
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towards the benefits of concentrated solar power when used as part of a hybrid system. Peterseim et al.

[60], Pramanik and Ravikrishna [61] and Ju et al. [62] review and analyze CSP hybrid plants, where the

hybridization comes in the form of (i) the integration of heat processes, (ii) non-renewable technologies,

and (iii) photovoltaics, respectively. Jorgenson et al. [63] present a guide for cost modeling in CSP, while

Gonzalo et al. [64] and Rajendran et al. [65] review performance of these systems. Other researchers review

historical developments; we refer the reader to Baharoon et al. [66] for general plant construction and

development, to Bouhal et al. [67] for analysis specific to Morocco, and to Islam et al. [68] for general

international coverage. For a review on the central receiver, or power tower, configuration of concentrating

solar power, which we focus on in this work, we refer the reader to Mahdi and Khudheyer [69].

Other researchers have been developing quantitative methodologies to evaluate the efficient design and

operation of such plants, most with site-specific case studies in mind. For example, Neber and Lee [70]

investigate the design of a solar thermal dish-Brayton system for residential-scale concentrated solar power;

the authors propose various system configurations and materials to improve energy conversion efficiency

and operating temperature. Farges et al. [71] analyze the design of concentrated solar power plants by

estimating annual energy collected and examining specific dates of operation using Monte Carlo sampling.

Rady et al. [72] propose a design for a small-scale concentrated solar plant with an organic Rankine cycle,

using both parabolic trough and linear Fresnel configurations. They propose an operational strategy that

can increase plant efficiency and its corresponding economic value for a study in Egypt. Yan et al. [73]

examine the design and implementation of a dish-Stirling configuration, considering aspects such as

absorber flux, diameter and focal length of the dish, and installation location. Net power output and

efficiency, as measured by a solar-to-electricity ratio, serve as performance parameters. Beegun et al. [74]

use SAM to choose a design for a small-scale concentrated solar power hybrid system; design variables

include the size of the solar field and the solar multiple, with the goal of maximizing solar-to-electric

conversion efficiency. The authors show that their configuration performs more favorably in the summer

months for their target user, a textile manufacturing plant in Mauritius. Sezer et al. [75] compute energy

and exergy efficiencies for a specific integrated configuration of concentrated solar power and concentrated

photovoltaics, in addition to wind; configuration outputs include hydrogen and oxygen, in addition to space

heating and cooling, and electricity. Zurita et al. [55] evaluate the economic performance of a hybrid CSP

and PV with battery plant according to component sizing and following fixed operation strategies in Chile.

However, these works all analyze a system using a pre-defined set of design specifications and/or

operating parameters; none optimizes design and/or operation in any formal sense. By contrast, Starke

et al. [76] focus their efforts on plants built in a specific geographic location (the Atacama desert), and, in

subsequent work, present a case study of optimizing the design of a CSP and PV hybrid plant in northern
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Chile [53]. Bravo and Friedrich [77] optimize a hybrid CSP and PV plant design, with operations

controlled by a linear program. The approach we use considers optimal dispatch at hourly time fidelity;

Zurita et al. [78] assess the impact of time fidelity on aggregate estimates of plant performance. Yang et al.

[29] optimally schedule a CSP-wind hybrid plant with thermal energy storage, and Yang et al. [79] present

a novel design optimization methodology of a Brayton-cycle CSP and PV hybrid plant in several locations,

where dispatch follows pre-determined load profiles. Zayed et al. [80] optimize the design and operation of

a dish-Stirling concentrated solar power system using design variables such as the interception factor;

concentrator mirror reflectance; and, receiver absorbance, transmittance and emissivity. Their

multi-objective model considers both electric power and efficiency and is solved via a particle swarm

methodology; dispatch is not considered.

The dispatchable nature of CSP, when combined with TES, is enticing to markets seeking expanded

capacity in periods outside of the hours of solar availability, though investment in CSP plants has been

limited to date. A separate line of research examines market incentives for concentrated solar power.

Madaeni et al. [81] show that capacity payment incentives can increase the economic value of CSP.

Jorgenson et al. [82] explore incentives seeking to expand dispatchable capacity, which may favor CSP.

Others have investigated the data and assumptions used in dispatch optimization. Martinek et al. [21]

compare CSP plant dispatch and revenue under price-taker and production cost model approaches, and

note close agreement. Kahvecioğlu et al. [83] examine the value of conditional weather forecast information

in the optimal dispatch of a CSP plant, as well as assigning value to storing energy for use outside the

planning horizon.

The implicit nature of the plant evaluation simulation means that we must rely on black-box

optimization algorithms. Rios and Sahinidis [84] and, more recently, Larson et al. [85] survey algorithms

applicable to this class of problem. Because these algorithms neither guarantee local nor global optimality

of a solution, we first execute sampling designs of the parameter space to gain information regarding

performance trends in the design space. Dean et al. [86] discuss requirements for effective exploration of

the parameter space in computational experiments. Among these, we ensure our samples are

non-collapsing and space-filling, and are sized according to the available computational resources. Our

method of evaluating plant performance is deterministic. By utilizing non-collapsing sample designs (e.g.,

Latin Hypercube), we avoid repeated inputs which might provide limited information and waste

computational resource. A space-filling design avoids neglecting one or more regions of the input space.

Among the candidate optimization algorithms, we focus on open-source Python packages that can utilize

the results of this sampling. We explore the open source community of Python packages that implement

some level of ask-tell interface [87]. This feature allows us to inform the algorithm of the results found
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during sampling and begin the optimization run using this prior knowledge. Our objective function is

well-behaved, appearing to have a single optimal solution in the region of interest. We therefore consider

both local and global approaches; conversely, multi-start algorithms appear to be too computationally

intense for our purposes though significant progress is being made in this area [88, 89].

Our contributions are (i) a methodology for the evaluation of the performance of a hybrid renewable

energy plant design operated according to a revenue-maximizing dispatch schedule; (ii) an execution

framework supporting concurrent evaluation of plant designs; and, (iii) a comparison of baseline to

optimally-sized plants, and an analysis of their revenue-maximizing operational schedules. We show how

system sizing affects plant dispatch and aggregate performance, and compare the relative performance of

plant configurations including both single-technology PV and CSP systems with storage as well as a hybrid

configuration.

3.3 Design Evaluation Approach

A specific plant design can be evaluated with respect to several metrics. Developers commonly use the

levelized cost of energy and benefit-to-cost ratio when comparing design alternatives. We reduce the

degrees of freedom in the plant evaluation by only considering high-level system sizing for the variables,

whereas lower-level aspects of the plant design are evaluated using the high-level features, or are fixed as

parameters. For example, the SolarPILOT™ [90] optimization algorithm sizes the tower and central receiver

geometries in the CSP system based on the receiver design point thermal input, while other aspects of the

plant design are held constant. We utilize SAM, an open-source software package developed by the NREL,

to simulate each generation and storage system included in the specified plant design. At the time of this

writing, SAM’s graphical user interface does not allow the integration of CSP and PV systems in a single

plant, precluding the direct analysis of hybrid systems, i.e., one that co-locates multiple generation

technologies in a single plant (as in Figure 3.1). Therefore, we simulate each system individually using the

PySAM interface, with operations guided by a dispatch optimization model that considers all plant

sub-systems [91]. The dispatch optimization model is a revenue-maximizing, mixed-integer linear program,

first developed by Wagner et al. [12] and later extended by Hamilton et al. [25] to include PV and battery

sub-systems. The SAM simulation, guided by the dispatch solutions, provides the plant generation

schedule, which is used to determine the expected operating costs and revenue of the plant, and, from

these, calculates the design objective (e.g., the levelized cost of energy or benefit-to-cost ratio).

Figure 3.2 shows the flow of information in the plant evaluation, where the optimizer determines the

values of the design variables and the plant evaluation “black-box” function returns the scalar objective

value associated with that specific plant design. Within the plant evaluation function, tasks proceed
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sequentially, with the outputs of each step given as input to the subsequent steps in the procedure. The

design evaluation function begins by receiving the system sizing variable values as input; the SolarPILOT™

algorithm sizes the receiver and heliostat field components of the CSP system (if present in the design); the

full plant design is used to initialize the plant simulation in SAM; the plant simulation and dispatch model

iterate through the one-year operations simulation; costs and revenue resulting from the schedule of

operations are evaluated by a SAM financial model; and outputs from the financial model are used to

evaluate the scalar design objective. In addition to being depicted in Figure 3.2, this sequence of tasks is

further described in Procedure 3.1. Our approach of connecting the plant simulation and the dispatch

model, summarized in Step 4 of Procedure 3.1, is described in greater detail in Sections 3.3.3 and 3.4.3.

Figure 3.2 Flow diagram of the plant evaluation procedure.

3.3.1 Design Optimization

We seek to optimize the high-level system sizing variables with respect to a scalar performance metric,

i.e., the design objective. The plant evaluation procedure is a nonlinear, discrete, constrained, and implicit

function of the design variables. As a result, we utilize black-box optimizers, which do not rely on any

specific mathematical structure in the evaluation function. The following procedure summarizes the

sequence of calculations and software used in evaluating a specific plant design.
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Procedure 3.1 Plant Evaluation Function

Step 1: Inputs - Collect all parameter values required by the plant evaluation; i.e., financial

assumptions, weather and electricity market conditions, location details, and fixed

values in the SAM technology models.

Step 2: Design Variables - Set the design variable values according to the input given, e.g.,

from a point in a sampling design or a candidate from an optimization algorithm.

Step 3: SolarPILOT - Invoke the SolarPILOT™ optimization algorithm, which determines the

receiver, tower, and heliostat field geometry that minimize cost per unit thermal energy

generated, while meeting the design point thermal input specified by the provided CSP

solar multiple design variable.

Step 4: Generation Schedule - Determine a year-long generation schedule at hourly fidelity.

Step 4.1: Dispatch MILP - Solve a problem instance of (H) with a 48-hour horizon.

Inputs include the plant initial state, weather, and electricity market conditions during

the problem horizon.

Step 4.2: SAM API - Operate the SAM simulation according to the first 24 hours of

the dispatch solution.

Step 4.3: Repeat - Document results of the plant simulation, and roll the problem

horizon forward 24 hours, repeating Steps 4.1 and 4.2, until a full year has elapsed.

Step 5: SAM Financial - Calculate system costs and benefits resulting from the generation

schedule. The year-long schedule is repeated for each year in the analysis period after

the first. SAM financial models calculate the present value of costs, revenue sources,

and the total energy production resulting from the generation schedule.

Step 6: Objective Function - Evaluate the design objective function using the outputs of the

financial model and plant simulation.

The plant evaluation requires the expected weather conditions and time-of-delivery market pricing at

hourly fidelity, as well as the latitude and longitude of the plant site (see Table 3.1). Technology

construction, and operations and maintenance costs used in the SAM technology model are summarized in

Appendix D, and are the SAM default values at the time of this writing.
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Table 3.1 Inputs of the design optimization problem, (D).

Sets

T̂ Hours in a year

Market Parameters, in time t ∈ T̂

Electricity purchase price $/MWhe

Electricity sales price $/MWhe

Weather Parameters, in time t ∈ T̂

Ambient temperature ◦C

Atmospheric pressure mbar

Dew point temperature ◦C

Direct horizontal irradiance W/m2

Direct normal irradiance (DNI) W/m2

Global horizontal irradiance W/m2

Wind speed m/s

Site Parameters

Elevation m

Latitude degrees

Longitude degrees

The following constrained and implicit nonlinear program, (D), requires inputs as listed in Table 3.1,

and determines high-level system sizing according to the design objective. In general, upper-case letters

denote parameters while lower-case letters represent variables. We use lower-case letters for indices and

upper-case script letters for sets. Lists of variables are denoted with lower-case bold font symbols. We use

the (⊕) symbol to denote concatenation, e.g., of each 48-hour problem instance over the course of a year

(u = s1 ⊕ s2 ⊕ · · · ⊕ sP ).

Table 3.2 Notation of the design optimization problem, (D).

Sets

I Design variables

J CSP field design attributes evaluated from the design variables

P 48-hour problem instances in a year, i.e., p ∈ {1, . . . , P}

Q SolarPILOT nonlinear constraints
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Table 3.2 Continued.

R Dispatch MILP linear constraints

S SAM simulation nonlinear constraints

Tp Hourly periods in problem instance p

Parameters

Cq, Cr, Cs Constraint right-hand side constant q ∈ Q, r ∈ R, s ∈ S -

Li Lower bound of design variable i ∈ I . . .

Ui Upper bound of design variable i ∈ I . . .

Design Variables

x Design variables; i.e., x = (x1, x2, . . . , xi) ∀ i ∈ I . . .

Battery Storage

x1 Battery capacity, hours of design point output h

x2 Battery design point power output, fixed in this study MWe

CSP Field and Power Cycle

x3 Thermal energy storage capacity, in terms of hours of power

cycle design point input h

x4 CSP field solar multiple -

x5 Power cycle design point output, fixed in this study MWe

PV Field

x6 Field DC capacity MWe

CSP field design attributes, given by SolarPILOT

y Design attributes; i.e., y = (y1, y2, . . . , yj) ∀ j ∈ J . . .

y1 Number of heliostats -

y2 Heliostat field layout -

y3 Receiver height m

y4 Receiver diameter m

y5 Tower height m

Dispatch model outputs and initial conditions

dp Dispatch solution for each period t ∈ Tp in problem instance p . . .
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Table 3.2 Continued.

SAM simulation outputs

u Year-long generation schedule, i.e., u = (s1 ⊕ s2 ⊕ · · · ⊕ sP ) . . .

sp Feasible generation schedule during problem instance p . . .

Other symbols

fr Linear constraint r ∈ R -

f̃ Dispatch optimization model linear objective function -

gs, gq Nonlinear constraint s ∈ S, q ∈ Q -

g̃ Nonlinear design objective function, evaluated from outputs -

of the SAM financial model

ĝ Nonlinear SolarPILOT objective function -

S Feasible region of the SAM simulation -

Design Problem

(D) max
x

g̃(u,x,y?) (3.1)

subject to:

y? = min
y

{
ĝ(y) | gq(x3, x4,y) = Cq ∀ q ∈ Q

}
(3.2)∣∣∣∣∣∣∣∣

Determine sp for each p ∈ P :

d?p = max
dp

{
f̃(dp) | fr(dp, sp−1,x,y

?) = Cr ∀ r ∈ R
}

S =
{

sp | gs(d?p,x,y?) = Cs ∀ s ∈ S
}

∣∣∣∣∣∣∣∣ (3.3)

u = (s1 ⊕ s2 ⊕ · · · ⊕ sP ) | sp ∈ S ∀ p ∈ P (3.4)

Li ≤ xi ≤ Ui ∀ i ∈ I (3.5)

The design problem, (D), minimizes a scalar objective calculated from the SAM financial model

outputs for each year in the project lifetime (3.1), as a function of the design variables (see Section 3.3.2).

Equation (3.2) represents the SolarPILOT™ optimization algorithm [90], which gives the detailed CSP

heliostat and receiver design that minimize the cost of the CSP system per unit of thermal input to the

receiver, while meeting the design-point thermal input required by the plant solar multiple and power cycle

input design variables. The procedure in (3.3) determines the schedule of plant operations. For each day of

a year, a problem instance with a 48-hour horizon is solved, taking the initial plant state from the last

period of SAM output. The SAM simulation has a more detailed representation of the plant than the

dispatch formulation, and attempts to follow the first 24 hours of the dispatch solution. Failing this, we
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take a conservative approach and either derate operations from the dispatch solution or shut down that

system to preserve feasibility. The feasible schedules of operations for each day of a year are then

concatenated to yield the annual plant generation schedule at hourly fidelity, as in equation (3.4). In

equation (3.1) the generation schedule from the first year of operations is assumed to occur in each year of

the plant lifetime, with annual discount rates and technology degradation applied after the first, and used

to calculate the design objective function. Simple bounds are applied to each of the design variables in

constraint (3.5), which are continuous.

3.3.2 Design Objective

The design objective is an explicit function of the cost, revenue, and energy generated in each year of

the plant’s lifetime and depends on the goals of the plant developer. Investors, building a for-profit plant,

are interested in maximizing the return on their investment, reflected by metrics of financial performance.

Utility providers, seeking renewable capacity expansion, are interested in minimizing the cost of the added

capacity, and so would choose metrics of cost efficiency. We use the benefit-to-cost ratio in this work as it

mirrors the revenue-maximizing dispatch objective. Mai et al. [92] provide a more complete discussion of

metrics which can be used to evaluate a plant’s performance.

Table 3.3 Notation for the design objective functions.

Sets

Y Years in the plant lifetime; i.e., y ∈ {0, . . . , Y }

Select Parameters Units

δ Annual discount rate -

Metrics of plant performance, given by the SAM financial model

by Total revenue (benefits) in year y $

ky Total costs in year y $

The benefit-to-cost ratio is defined as the ratio of the present value of all positive cash flows to all

negative cash flows. Positive cash flows include revenue from the sale of electricity, capacity payments, and

performance-based incentives. Negative cash flows include construction, financing, tax liability, and

operations-and-maintenance costs. Both revenue and costs are discounted each year and accumulated to

determine their present values. The ratio of all benefits to all costs represents the expected return to

investors as a fraction of the total project cost, where values less than 1 indicate that a design is not

profitable, and values greater than 1 indicate a positive return on investment.
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Benefit-to-Cost Ratio =

∑
y∈Y

by
(1+δ)y∑

y∈Y
ky

(1+δ)y

(3.6)

The benefit-to-cost ratio objective functions yield a scalar value, representing the aggregate expected

lifetime performance, rather than plant performance on any specfic day, which is appropriate given the

estimated weather and market data [93].

3.3.3 Dispatch Optimization

Wagner et al. [12] develop an optimization model for the dispatch of power tower concentrating solar

plants. Constraints enforce operating restrictions of the receiver and power cycle, with binary variables

representing the various operational states. Hamilton et al. [25] extend this model to allow for the

hybridization of power tower CSP with TES and a PV system either with or without battery storage. We

utilize a refinement of the dispatch optimization model, (H), to guide operations of the plant simulation, as

in Hamilton et al. [94]. This mixed-integer linear program considers the combined dispatch of energy

production and storage technologies, and the solution provides a control policy for the plant at hourly

fidelity. Thermal energy is collected at the CSP receiver and can be stored or used immediately to produce

electricity at the power cycle. Power collected by the PV field can be sold to the grid, used to charge the

battery by returning through the AC bus, or curtailed. We consider a 48-hour problem horizon, which is

rolled forward every 24 hours for one year. This approach provides the model with a limited view into

future weather and market conditions, which is consistent with the information available to plant

operators, and improves tractability compared to solving a monolith with a one-year dispatch horizon. The

solution to the dispatch optimization model accounts for interactions between systems; e.g., the total power

generated by all systems is at most equal to the grid interconnect limit.

Table 3.4 Notation involved in the dispatch model, (H), objective.

Sets

T Time periods in the problem horizon

Time-indexed Parameters Units

P st , P
p
t Electricity sale and purchase price in time t $/MWhe

Cost Parameters Units

Crec CSP field and receiver generation cost $/MWht

Crsu Receiver cold start-up fixed cost $/start
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Table 3.4 Continued.

Cpc Power cycle generation cost $/MWhe

Ccsu Power cycle cold start-up fixed cost $/start

Cδx Change in power cycle thermal input penalty $/MWt

Cpv Photovoltaic field generation cost $/MWhe

Cbc, Cbd Battery charge, discharge operation cost $/MWhe

Cbl Battery lifecycle cost $/cycle

Miscellaneous Parameters Units

∆ Time period duration hr

ε Small value used in objective for binary logic $

γ Exponential time weighting factor -

Continuous Decision Variables Units

bc Battery cycle count -

ėst , ė
p
t Electricity sold to, or purchased from, the grid in time t MWe

ẇt Power cycle electricity generation at time t MWe

ẇ+
t , ẇ

−
t Power into and out of the battery at time t MWe

xδt Power cycle change in thermal energy input at time t MWt

ẇpvt Power from the photovoltaic field at time t MWe

xrt Thermal power delivered by the receiver at time t MWt

Binary Decision Variables

ycsupt 1 if cycle cold start-up penalty is incurred at

time t (from off); 0 otherwise

yrsupt 1 if receiver cold start-up penalty is incurred at

time t (from off); 0 otherwise

ygt 1 if system is net generating in time period t;

0 otherwise

The formulation maximizes plant revenue, given as profit from the sale of electricity to the utility grid,

less the cost of purchases from the grid and estimates of operations and maintenance due to dispatch

decisions. Profit terms in the objective are weighted according to an exponentially diminishing discount

factor dependent on the number of periods elapsed, whereas cost terms are discounted according to the

inverse of this factor. Cost estimates due to power cycle dispatch are given in Kumar et al. [48]. Lesser
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penalties enforce logic associated with the receiver and power cycle operating modes. This objective

mimics that given in Hamilton et al. [25] and Hamilton et al. [94], but we state it here for completeness

and color code the terms according to the scheme presented in Figure 3.1: CSP field and receiver, CSP

power cycle, PV field, and battery.

Dispatch Objective

(H) max
∑
t∈T

[
∆
(
γtP st ė

s
t − γ−tP

p
t ė

p
t

)
− εygt

− γ−t
(
∆Crecxrt + Crsuyrsupt + ∆Cpcẇt + Ccsuycsupt + Cδxxδt

)
− γ−t∆Cpvẇpvt

− γ−t∆
(
Cbcẇ+

t + Cbdẇ−t
) ]
− Cblbc (3.7)

The revenue-maximizing dispatch objective is most appropriate in an independent system operator

market, where each generator is paid according to the time-of-delivery price [94]. The complete formulation

of the dispatch optimization model, (H), is presented in Appendix E.

3.4 Design Optimization Methodology

The plant evaluation procedure is implicit and computationally expensive, so we concurrently execute

multiple instances when sampling or optimizing, and tally the results so as to prevent redundant

calculations when the same design is invoked by multiple algorithms. We utilize open-source optimization

and sampling approaches, and sample prior to optimizing to reduce the overall computational expense (see

Figure 3.3).

Figure 3.3 Flow diagram showing the sequence of activities in the design optimization
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3.4.1 Execution Framework

We develop generic problem and driver classes to interface between the black-box optimization

algorithms and the plant evaluation procedure. The problem class wraps the plant evaluation procedure,

allowing the collection of information such as the evaluation time and checking if a design exists in the

driver cache of previous evaluations. The driver class holds a first-in-first-out queue of designs to be

evaluated and a cache of results. The proposed framework has been implemented in the NREL Hybrid

Optimization and Performance Platform (HOPP) Python module [58].

3.4.2 Optimization Approach

Black-box optimization does not guarantee optimality. In order to gain information on general trends

(e.g., the region of the parameter space where we expect to find dominating and perhaps optimal designs),

we sample the design space prior to optimizing.

3.4.2.1 Sampling Designs

We seek sampling designs with thorough coverage of the parameter space, but limit the number of

samples according to the computational resource available. The idaes package provides algorithms for

sampling designs, though this is not the main purpose of the package [95]. Among these, we select

centroidal Voronoi tessellation over Latin hypercube sampling. Because the objectives we consider are

aggregates of annual performance, they vary smoothly over the parameter space; we therefore prefer the

roughly equal spacing produced by the former sampling procedure to the more randomly-spaced designs

produced by the latter.

3.4.2.2 Black-Box Optimizers

We identify the several Python packages that implement model-based, black-box optimization

algorithms in an ask-tell style interface [87]. This interface allows the user to independently “ask” the

algorithm to generate the next set of parameters to be evaluated and then “tell” the algorithm the result.

Decoupling these actions allows the user to react to these events, which normally occur in a closed loop

within the optimization algorithm. We use these features to populate the plant designs and results

calculated during sampling. We compare the performance of candidate solvers using fast-running test

problems with a similar number of degrees of freedom as the plant evaluation. Among the algorithms

tested, we select the bayesian-optimization package for its performance under a limited evaluation count

[96].
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3.4.3 Dispatch Rolling Horizon

A key feature of the plant evaluation function is the control of plant simulation operations according to

the dispatch optimization model, (H). We solve the dispatch model on a rolling horizon, where each

instance has knowledge of the weather and market condition in the 48-hour horizon it considers. The plant

simulation follows the first 24 hours of this solution and is allowed to deviate from the solution by derating

operations or shutting systems down, if it encounters infeasibility. The dispatch horizon is then rolled

forward 24 hours, with new initial conditions provided by the plant simulation, and this process is repeated

for one year. Figure 3.4 depicts the problem horizon and the fixed portion of plant operations for multiple

problem instances in the rolling horizon.

Wagner et al. [24] use this approach to demonstrate the value of optimal dispatch in a CSP-with-TES

plant. Hamilton et al. [25] follow the same approach when simulating hybrid plants, and show it is

computationally efficient relative to solving as a monolith a model containing an annual dispatch horizon.

By default, HOPP uses a rolling horizon approach to control the plant simulation according to the dispatch

optimization model [94].

Figure 3.4 Graphical depiction of the rolling planning horizon used in the plant evaluation function.

3.5 Model Instances and Results

We implement the HOPP optimization framework and plant evaluation procedure in Python version

3.8.10 [97], with the dispatch optimization model expressed in Pyomo [98] and solved using Gurobi version

9.5 [51]. We utilize the Gurobi persistent interface to reduce communication time between the modeling

language and solver. Hardware architecture consists of a Dell Power Edge R610 server with two Intel Xeon

x5670s at 2.93 GHz and 192GB RAM, running Ubuntu version 18.04.5.
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3.5.1 Case Study Parameters

We consider three plant configurations, including single-technology (i) CSP with TES, and (ii) PV with

battery designs, as well as (iii) a hybrid design consisting of a CSP-with-TES system and a co-located PV

field. We do not consider a hybrid configuration with both battery and TES because the cost per unit

capacity is significantly lower for TES than for the battery (see Appendix D), and we do not allow uses for

the battery other than bulk storage. All evaluations utilize the same weather and electricity market

conditions. This study is not intended to be comprehensive, but rather to demonstrate that the HOPP

package can show the value of optimal plant sizing. Further, we wish to show the relative performance of

single and hybrid designs with storage according to a benefit-to-cost ratio.

3.5.1.1 Plant Configuration Parameters

We fix the sum of all dispatchable generation and the grid connection to be 100 MW, allowing

comparisons between plants regardless of configuration. We consider generation from the battery or CSP

power cycle systems to be dispatchable, because they can be scheduled according to time-of-delivery prices,

and fix the net output of these systems to 100 MW. Power provided by the PV field is not dispatchable,

because it cannot be scheduled, and so is not limited except by the grid connection. By limiting the power

output of the battery to 100 MW, we do not consider designs having a battery power rating greater than

that of the grid connection. Because battery systems charge and discharge at roughly the same power, we

are precluding designs which are able to charge faster than they discharge to the grid, which might be

advantageous in some markets. However, due to the relative cost of utility-scale battery systems and grid

interconnects, it is currently not common for a battery system’s power output to be significantly greater

than the grid limit, and we consider this to be a reasonable assumption for our study. The grid connection

limit also forces the CSP cycle, PV field, and battery to dispatch in periods orthogonal to each other,

requiring use of the storage system to avoid curtailment.

Table 3.5 Case study system sizing variables and simple bounds for each plant configuration considered

Design Variable Units Lower Bound Upper Bound

Concentrating Solar Power (CSP) with Thermal Energy Storage (TES)
Hours of TES h 4 16
Solar Multiple - 0.8 3.0

Photovoltaics (PV) with Battery Storage
Battery Storage MWh 100 600

Field DC Capacity MWe 100 300

Hybrid CSP with TES and PV without Battery Storage
Field DC Capacity MWe 50 300

Hours of TES h 4 16
Solar Multiple - 0.8 3.0
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Table 3.5 lists design sizing variables and their simple bounds for each of the plant configurations

considered. We restrict design variables to the relative size of each technology in the plant (i.e., high-level

system sizing), and do not consider variations in connections between plant systems nor variations in

individual technology implementations. The PV field utilizes one-axis tracking panels rather than a

fixed-tilt system, which Zurita et al. [55] show to be cost efficient, and fixes the DC-to-AC ratio of the

inverter to 1.3 (the default value in SAM). The battery chemistry is Lithium Iron Phosphate, with a

nominal system voltage of 500V. The CSP system is a central receiver (power tower) design with two-tank

molten salt storage and a steam Rankine power cycle. We assume the molten salt to be the commonly-used

60%-to-40% by-weight mixture of sodium nitrate and potassium nitrate, respectively. We apply the

standard construction and financing costs in SAM, which includes the 26% federal installation tax credit

available at the time of writing in the US. Additional technology parameters and cost assumptions are

listed in Appendix A.

3.5.1.2 Dispatch Cost Assumptions

The solution of the dispatch optimization model, (H), is influenced by the relative values of electricity

prices and the cost parameters in the objective (3.7). Table 3.6 lists the cost parameters used by the

dispatch optimization model, which are the default values in HOPP.

Table 3.6 Dispatch optimization model cost coefficients (HOPP default values). †The parameter value is
scaled with respect to the system size.

Operating Costs and Penalties Symbol Units Value

Concentrating Solar Power (CSP) with Thermal Energy Storage (TES)
CSP field and receiver generation cost Crec $/MWht 0.5

Receiver cold start-up fixed cost Crsu $/MWt·start 1.5†

Power cycle generation cost Cpc $/MWhe 2.0

Power cycle cold start-up fixed cost Ccsu $/MWe·start 40.0†

Change in power cycle thermal input penalty Cδx $/MWt 0.5

Photovoltaics (PV) with Battery Storage
Photovoltaic field generation cost Cpv $/MWhe 1.7

Battery charge, discharge operation cost Cbc, Cbd $/MWhe 0.9

Battery lifecycle cost Cbl $/MWhdc·cycle 26.5†

3.5.1.3 Plant Location and Electricity Market

Plant location affects performance through the available solar resource, ambient weather conditions,

and site latitude. We consider real-world conditions in Rice California (Rice) that occurred in 2020. This

location has both high solar resource and quality data available through the National Solar Radiation Data

Base [99]. Solar resource and electricity prices are at times correlated; e.g., periods with very high solar

resource may also have high ambient temperature increasing the electricity demand for cooling and energy
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prices, though this correlation may be reversed in markets with very high PV penetration. To consider

these effects, we use electricity prices from the day-ahead energy market in Rice from 2020, which are made

available to the public by the California Independent System Operator.

The left panel of Figure 3.5 compares the hourly average direct normal irradiance with the electricity

prices; the right panel shows a sorted histogram of the same resource (though the solar resource and prices

are not necessarily from the same period in the histogram). Figure 3.6 uses heat maps to compare the

direct normal irradiance and the electricity price. The very high prices in August may have been caused by

a series of wildfires that occurred across a large area of California in that month [100]. The level of PV

penetration in the California market is significant, evident in the pronounced “duck curve” in the left panel

of Figure 3.5 and band of lower prices during the solar day in the top panel of Figure 3.6. The depression

of prices during the solar day and higher prices in the evening provide an incentive for the plant to utilize

the storage system. For additional information on the “duck curve” phenomenon in the CAISO market, see

Denholm et al. [1].

Figure 3.5 Comparison of direct normal irradiance and electricity prices for Rice, CA in 2020. The left
panel compares the hourly average prices over a year-long horizon, while the right panel shows a sorted
histogram of the same data (where the sorted solar and price data do not necessarily coincide temporally).
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Figure 3.6 Heat maps of normalized electricity prices and direct normal irradiance for Rice, CA in 2020.
The original data is divided by the multiplier shown in the figure in order to provide sufficient contrast in
the heat map.

3.5.2 Design Timing Results

We investigate the value of concurrent execution by measuring the completion time of the plant

evaluation procedure while varying the number of concurrently-running instances. Figure 3.7 shows the

mean evaluation time for the three plant configurations considered. We fit a quadratic function of the

number of concurrent evaluations to the average completion time and use this fit to estimate the work rate

in equation (3.8), where N is the number of concurrent instances and tN is the average completion time.

This ratio is the multiplicative speed-up resulting from N concurrently-running instances. Figure 3.7 shows

approximately linear improvement up to 8 concurrent evaluations and continues to improve, with

diminishing returns, when running additional concurrent instances.

Work rate (N) =
N · tN
t1

(3.8)

The results in Figure 3.7 demonstrate the value of concurrent execution in this setting, where we need

to evaluate many computationally expensive tasks which have sequential sub-tasks, each of which are

primarily single-threaded. The results in this paper were calculated using 14 concurrent instances of the

plant evaluation function, and were completed in approximately one twelfth the total time had they been

executed in serial.
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Figure 3.7 Timing study results showing mean evaluation time for the three plant configurations considered,
with respect to the number of concurrently-running instances. The computer hardware used has 12 cores
and 24 threads. †Work rate is the multiplicative speed-up resulting from concurrent evaluation.

3.5.3 Design Solutions

To demonstrate the value of optimal plant sizing, we fabricate “baseline” single-technology-with-storage

designs, shown in Table 3.7, meant to represent plant designs typical at the time of writing. Figure 3.8

plots the baseline CSP-with-TES design with 500 samples of the same configuration, and the design with

the greatest benefit-to-cost ratio. We omit designs evaluated by the optimizer in Figure 3.8, which are

clustered around the best plant design, to show the coverage of sampling. The Bayesian optimizer is given

the results of the 500-design sample, and determines the best plant design by evaluating an additional 30.

Results show that plants having a solar multiple between 2.5 and 3.0 and 12 to 16 hours of thermal energy

storage achieve the highest benefit-to-cost ratio. We also note that all designs have benefit-to-cost ratios

less than 1, indicating they do not provide a positive return on investment. This is a consequence of our

cost and revenue assumptions, where we only consider the federal investment tax credit and time-of-delivery

price, which are consistent with publicly-available data and may be significantly different than a power

purchase agreement that, at the time of writing, are common to utility-scale renewable energy plants and

may include electricity prices higher than the open market. The details of these agreements are typically

not made available to public. The best-found CSP with TES design increases both the solar multiple and

hours of storage from the baseline design and yields a 6.56% improvement in benefit-to-cost ratio.
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Table 3.7 Baseline plant designs, used for comparison.

Design Variable Units Baseline Value

Baseline CSP with TES Plant
Hours of TES h 10
Solar Multiple - 2.3

Photovoltaics (PV) with Battery Storage
Battery Storage MWh 400
DC-to-AC ratio - 1.2

PV Field DC Capacity MWe 300

Figure 3.8 Benefit-to-cost ratio (BCR) results of sampling 500 CSP-with-TES designs with the baseline and
best design found. Designs evaluated during optimization are generally clustered near the best, but are
omitted here to emphasize the coverage of sampling.

Figure 3.9 plots the baseline PV-with-battery design with 500 samples of the same configuration, and

the design with the greatest benefit-to-cost ratio. Results show that plants having a PV field DC capacity

between 150 and 250 MW with 200 to 400 MWh of battery storage achieve the highest benefit-to-cost

ratio. The DC-to-AC ratio of the plant inverter has a minor effect on plant performance, but presently the

cost model used by HOPP does not account for changes in inverter cost when changing the DC-to-AC

ratio, supporting our decision to fix this aspect of the plant design. Similar to the CSP-with-TES results,

no designs are able to achieve a benefit-to-cost ratio greater than 1. The best-found PV-with-battery

design decreases both the PV field and battery storage capacity from the baseline and yields a 19.41%

improvement in benefit-to-cost ratio (at the cost of reducing annual energy production by 25.22%).
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Figure 3.9 Benefit-to-cost ratio (BCR) results of sampling 500 PV-with-battery designs with the baseline
and best design found. Designs evaluated during optimization are generally clustered near the best, but are
omitted here to emphasize the coverage of sampling.

Table 3.8 compares the baseline single-technology-with-storage designs to the best-found designs and

shows the estimated improvement in lifetime benefit-to-cost ratio. Results are dependent on the cost and

revenue assumptions used, and would also change if we consider other limitations, e.g., a total plant area

restriction, other site limitations, or a total budget constraint. That is, adding design constraints or

changing the electricity pricing structure would affect optimal plant sizing. Under our assumptions, we

have shown that an increase in lifetime benefit-to-cost ratio of 6 to 19 percent is possible through optimal

system sizing. The improvement (Table 3.8) is a result of changes in the installed cost and the schedule of

operations, as directed by the dispatch model.

3.5.4 Dispatch Timing Results

The evaluation of each plant design requires solving 365 instances of the dispatch optimization model,

each of which converges quickly to a small optimality gap. The systems included in each plant configuration

determines the size of the dispatch instances. Table 3.9 shows the number of rows and columns for each of

the dispatch problem instances, as well as solver performance averaged over those instances.
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Table 3.8 Baseline and best single-technology with storage designs and performance metrics. Green and red
percent change values indicate performance improvement and deprovement from the baseline, respectively
(where the sign on the change can indicate either an improvement or a deprovement depending on the
performance metric).

Design Variable Units Baseline Best-Found Change

CSP with TES Designs
Hours of TES h 10.00 15.15
Solar Multiple - 2.30 2.65

Benefit-to-cost Ratio - 0.40 0.42 6.52%
Real Levelized Cost of Energy ¢/kWh 8.17 7.54 -7.67%

Annual Energy Production GWh 470.00 565.58 20.34%
Installed Cost $M 583.97 669.41 14.63%

Photovoltaics (PV) with Battery Storage
Battery Storage MWh 400.00 182.17

PV Field DC Capacity MWe 300.00 170.82

Benefit-to-cost Ratio - 0.42 0.50 19.41%
Real Levelized Cost of Energy ¢/kWh 6.45 4.89 -24.17%

Annual Energy Production GWh 480.62 359.41 -25.22%
Installed Cost $M 434.84 247.72 -43.03%

Table 3.9 Dispatch model, (H), 48-hour horizon problem instance sizes, prior to presolve, and average solve
performance for each plant configuration. †Time reported by the solver to reach an optimality gap of
0.01% or less.

Configuration PV CSP PV and CSP
with battery with TES with TES

48-hour dispatch instance sizes, prior to presolve
Rows 961 2064 2112

Columns 913 1632 1728
Binaries 144 528 528

Average solver performance over 365 48-hour horizon instances
†Solve Time [sec] 0.01 0.17 0.23

Nodes Explored [-] 1.0 10.7 12.42
Solved at Root Node [%] 100.0 79.7 82.2

3.5.5 Dispatch Solutions

The dispatch solution is revenue-maximizing, and is dependent on the electricity prices and the solar

resource available during the problem horizon. Figure 3.10 shows four days of the operations schedule

followed by the SAM simulation, as prescribed by the dispatch solution, for the best-found

PV-with-battery plant design shown in Table 3.8. We note expected behavior from the dispatch model,

which charges the battery using excess PV generation during low-priced periods and dispatches the stored

energy during the highest-priced periods.
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Figure 3.10 Example operations schedule for the PV-with-battery plant, maximizing benefit-to-cost ratio
(see Table 3.8 for the plant design). The global horizontal irradiance (GHI) shows the solar resource
available for PV generation. Shaded regions and line traces are plotted against the primary (left) axes and
the secondary (right) axes, respectively. †Simulated performance is reported over a four-day period in May
of 2020.

Figure 3.11 shows dispatch objective values, the corresponding average electricity price, and total direct

normal irradiance available during each of the 365 48-hour horizon problem instances, from the baseline

CSP with TES design shown in Table 3.8. The results demonstrate the dependence of the objective value

on the electricity price and available solar resource. The very high prices in August produce

correspondingly high objective values, with approximately 16% of the total annual revenue occurring in the

month of August. The distribution of prices over the day, and the very high prices in August are

distinguishing features of the market chosen for this study, and the specific market and weather conditions

influence optimal sizing through plant operations directed by the dispatch solutions.
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Figure 3.11 Dispatch objective values, the corresponding total direct normal irradiance (DNI) and average
electricity price for the 365 48-hour horizon problem instances. The plant design is the baseline
single-technology CSP with TES plant shown in Table 3.7.

3.5.6 Comparison of Plant Designs and Corresponding Dispatch

The design objective value is ultimately a result of the plant operational schedule. When maximizing

the benefit-to-cost ratio, dominating designs have low installed cost but high revenue from generating

power during periods with high time-of-delivery price. Figure 3.12 compares the operational schedules of

plant designs maximizing the benefit-to-cost ratio. We consider the best-found (i) PV-with-battery and (ii)

CSP-with-TES designs, as well (iii) the hybrid PV and CSP with TES design with the best-found

benefit-to-cost ratio. Table 3.10 details these plant designs and shows the relevant performance metrics.

The CSP-with-TES designs yield a lower benefit-to-cost ratio than the PV-with-battery design, while the

hybrid configuration is somewhat in between, though the PV field capacity is at its lower bound. The

advantage of the PV-with-battery design is the installed cost, which is much lower than the designs

including a CSP system, but this advantage is mitigated by both the total energy produced and the

average price at which energy is dispatched in the CSP-with-TES design’s operations. The mean price

shown in Figure 3.12 and Table 3.10 is the generation-weighted average price at which energy is sold to the

grid. A higher mean dispatch price indicates a design is more responsive to the incentive from the market’s

time-of-delivery prices.
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Figure 3.12 Heat map comparison of generation schedules for plants maximizing the benefit-to-cost ratio.

The market chosen for this study favors designs with greater available storage, because the periods with

above average time-of-delivery price are outside the hours of solar availability. The single-technology

CSP-with-TES design is able to best take advantage of this market, with the middle pane of Figure 3.12

showing consistently high generation in the afternoon and evening hours and less generation during the day

when prices are lower. The PV system in the hybrid design actually reduces the average price at which

energy is dispatched to the grid, because the PV generation cannot be dispatched according to the market

signal. The best-found hybrid design sets the size of the PV field to its lower bound, and so cannot

improve the benefit-to-cost ratio much since we force the design to include a PV field of at least 50MWdc

and a CSP power cycle of 100MWe. A different market, such as a constant-price or power purchase

agreement, may reverse this result and favor the higher total energy production of the hybrid design.
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Table 3.10 Plant designs maximizing the benefit-to-cost-ratio. †Indicates a variable is at its lower bound.
Bold values indicate a configuration has the best value of a particular performance metric.

Configuration PV CSP CSP and PV
with battery with TES with TES

CSP Cycle Capacity [MWe] - 100.00 100.00
Hours of TES [h] - 15.15 15.12
Solar Multiple [-] - 2.65 2.65

Field DC Capacity [MWe] 170.82 - 50.00†

Battery Storage [MWh] 182.17 - -

Benefit-to-cost Ratio [-] 0.50 0.42 0.43
Real Levelized Cost of Energy [¢/kWh] 4.89 7.54 6.88

Annual Energy Production [GWh] 359.41 565.58 656.19
Installed Cost [$ million] 247.72 669.41 721.87

Mean Dispatch Price [$/MWh] $28.24 $36.94 $34.10

3.6 Conclusions

We utilize the NREL HOPP software to simulate operations of hybrid renewable energy plants,

controlled according to the dispatch solution of a revenue-maximizing, mixed integer-linear program, as in

Hamilton et al. [25] and Hamilton et al. [94]. Our contributions include: a methodology for the evaluation

of a hybrid solar plant design operated according to a revenue-maximizing dispatch schedule; development

of an execution framework facilitating concurrent execution and central documentation of the plant

evaluation procedure; execution of a case study utilizing formal design-of-experiment sampling designs and

an open-source, black-box optimization algorithm; and, analysis demonstrating potential improvement in

plant performance due to optimal system sizing. Our approach is implemented in the open-source Hybrid

Optimization and Performance Platform Python package [58]. We present example dispatch solutions,

optimal plant designs and performance under default cost assumptions, and real-world weather and

electricity market conditions. This work demonstrates that, under our cost and revenue assumptions,

PV-with-battery plants can achieve higher benefit-to-cost ratios in a revenue-maximizing scenario, but that

the addition of a CSP-with-TES system yields significantly higher annual energy production. We also show

that plant lifetime benefit-to-cost ratio can be improved 6 to 19 percent through optimal sizing, under the

imposed weather and market conditions. Future research efforts might examine the sensitivity of optimal

plant sizing based on dispatch and technology assumptions, analyze dispatch strategies for different plant

configurations and energy markets, and investigate renewable energy incentive programs.
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CHAPTER 4

SUBMITTED PAPER: PARAMETRIC ANALYSIS ON OPTIMIZED DESIGN OF HYBRID SOLAR

POWER PLANTS

Modified from a paper planned for submission to Applied Energy.

John L. Cox12,13, William T. Hamilton14, Alexandra M. Newman15

There is increasing interest in utility-scale solar power plants with storage which can flexibly dispatch

renewable energy to the grid. However, plant design possesses many degrees of freedom and non-obvious

trade-offs in performance. Software tools can estimate or optimize the performance of a specific plant

configuration under market and weather conditions of interest; the associated cost parameters and

operating assumptions strongly influence estimates of plant performance and decisions regarding optimal

sizing. We employ the National Renewable Energy Laboratory’s Hybrid Optimization and Performance

Platform, which incorporates optimal dispatch when evaluating plant performance, and investigate the

sensitivity of this approach to weather and market conditions, operating limitations, and the presence of a

capacity-based incentive. We demonstrate changes in plant performance and optimal sizing with respect to

these inputs and discuss implications. Results show that PV-with-battery designs are more profitable

under our assumptions, but that designs including a concentrated solar power (CSP) system produce

significantly greater annual energy; and that CSP-with-thermal energy storage designs maximizing the

benefit-to-cost ratio have an input-dependent linear relationship between the CSP field solar multiple and

the hours of storage as the project budget varies.

4.1 Introduction

The interest in utility-scale dispatchable renewable energy has increased dramatically in the past

decade, spurred, in part, by the decrease in cost-per-Watt capacity of photovoltaic (PV) panels [2, 3]. The

abundance of PV generation in some markets has caused renewable generation to, at times, exceed grid

demand, depressing the price of energy during hours of solar availability [1]. An energy storage system can

allow this excess generation to be stored and dispatched to the grid at times of greater demand [101]. The

hybridization of multiple renewable generation systems, and one or more storage systems, can potentially

decrease the cost of dispatchable renewable energy, but complicate plant design decisions. Figure 4.1

12Graduate student, Colorado School of Mines
13Primary researcher and author
14Post-Doctoral Researcher, National Renewable Energy Laboratory
15Professor, Colorado School of Mines
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depicts a notional concentrating solar power (CSP) and PV hybrid plant with both thermal energy and

battery storage, and outlines the system sizing variables we consider in this paper. In this context, we

define “hybrid” as a plant which co-locates more than one solar generation technology (e.g., a CSP system

and co-located PV field); we do not consider a storage system with a single generation technology (e.g., a

PV field and battery) to be a “hybrid” design.

Figure 4.1 Hybrid CSP-PV with storage plant configuration (Graphic © NREL). A depiction of a molten
salt power tower CSP plant with thermal energy storage and a steam Rankine power cycle, co-located with
a PV field and battery storage. Colored by the system sizing design variables: CSP solar multiple, TES
hours, CSP cycle capacity, PV field DC capacity, battery hours of storage, and battery power
capacity.

A concentrating solar power plant consists of a field of large articulating mirrors, called heliostats,

which focus the sun’s light onto a receiver. A heat transfer fluid is pumped through tubes in the receiver to

collect thermal energy, which can then be stored in a tank or used immediately to generate high-pressure

and high-temperature steam to operate a Rankine power cycle to yield electricity. Four primary CSP

technologies exist: parabolic trough, linear Fresnel, dish Stirling, and power tower [6]. We focus on the

power tower, or central receiver, configuration of CSP which can be sized for utility-scale generation and

yields a high solar concentration ratio, and allows it to be paired with high-efficiency power cycles and with

thermal energy storage (TES), in which the TES medium, most commonly a molten salt [7], is stored in

one or more tanks to be used for electricity production at a later time. Photovoltaic panels generate

electricity directly, by way of the photovoltaic effect, and can utilize both the direct and diffuse solar

irradiance. PV generation can be stored using an electro-chemical battery system, which is comparatively

more expensive per unit capacity than a TES, though use of a TES requires the construction of a Rankine

power cycle. TES has a further advantage in that it can be charged by pumping the high-temperature fluid
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into the tank at a much higher rate than that at which the fluid is later discharged, whereas a battery

system’s maximum rate of charge and typical rate of discharge are the same.

Planners, seeking to optimize the design of a renewable energy plant with storage, face multiple

challenges as there are many degrees of freedom in the sizing of plant systems, and cost-performance

trade-offs may not be clear between design alternatives. When a design incorporates storage, plant

economic performance is ultimately a consequence of dispatch decisions and the installation and operating

costs over the plant’s lifetime. The National Renewable Energy Laboratory (NREL) Hybrid Optimization

and Performance Platform (HOPP) is an open-source Python package intended to support plant design

decisions [94, 102]. Software output depends on the imposed weather and market conditions, assumed

operating limitations, and numerous installation cost parameters specified by the user. To investigate the

sensitivity of plant performance and optimal sizing in HOPP, we execute a sensitivity analysis with respect

to the imposed weather and market conditions, plant operating limitations, and the presence of a

capacity-based renewable energy incentive. We compare individual plant performance and optimal plant

sizing under these scenarios, contrast the schedule of plant operations, and discuss implications of these

results for developers of a solar power plant with storage. This study is not meant to be comprehensive,

but rather to demonstrate the dependence of plant performance and optimal sizing results on some of the

input parameters and assumptions used.

The remainder of the chapter is organized as follows: Section 4.2 provides a literature review of

renewable energy technologies and studies of the design and dispatch optimization of hybrid CSP systems.

Section 4.3 summarizes the approach to evaluating plant performance in HOPP and describes our

methodology for investigating the sensitivity of plant evaluation with respect to the parameters of interest.

Section 4.4 details the inputs, assumptions, and design objectives used. Section 4.5 presents results of a

study showing the effect of weather and market conditions, operating limitations, and renewable energy

incentives on plant performance and optimal sizing. Section 4.6 concludes with a summary and possible

extensions of our work.

4.2 Literature Review

The dispatchable nature of CSP, when combined with TES, is enticing to markets seeking expanded

renewable capacity in periods outside of the hours of solar availability, though investment in CSP plants

has been limited to date. A CSP plant’s large upfront cost and complex design relative to those associated

with a PV installation, remain drawbacks [57]. Utility-scale battery systems are improving in their

technical maturity and cost per unit capacity [57], but thermal energy storage has significantly lower cost

per unit capacity. The need for utility-scale dispatchable renewable energy will only increase as PV and
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wind generation become more common, and making these technologies economically competitive is the goal

of several lines of research. For a general history of CSP plant construction and development, see Baharoon

et al. [66]; for an international view on CSP, see Islam et al. [68]; and, for a review of the development of

CSP technology and its value in electrical systems, see Gauché et al. [103].

We present a flexible approach for the design optimization of solar power plants and their hybrids with

storage, which is an active field of research, though typically studies are site-specific or consider a fixed

strategy for plant operations. Zurita et al. [55] analyze the economic performance of a hybrid CSP and

PV-with-battery storage plant according to component sizing, following a fixed operation strategy in Chile.

Starke et al. [76] consider plants operating in the Atacama desert, and optimize the design of a hybrid CSP

and PV plant for a site in Northern Chile [53]. Beegun et al. [74] optimize the design of a hybrid CSP

system to maximize energy efficiency, with a use case of a textile manufacturing plant in Mauritius; the

authors use System Advisor Model to evaluate plant performance, and consider the size of the solar field

and the solar multiple as the design variables. Yang et al. [29] utilize a mixed-integer linear program to

optimally schedule a CSP-wind hybrid plant with thermal energy storage, and extend this approach to

optimize the design of Brayton-cycle hybrid CSP and PV plants in several locations, following

pre-determined load profiles [79]. Richter et al. [104] investigate optimal sizing of a CSP-PV hybrid plant

and its dependence on the plant’s operating strategy. Mata-Torres et al. [105] simulate and optimally size a

hybrid CSP and PV plant with a multi-effect distillation plant and show the dependence of sizing on

several design factors. Guo et al. [106] consider a hybrid PV and wind configuration with either TES or a

battery system and optimize system sizing to minimize the levelized cost of energy. Bravo and Friedrich

[77] optimize a hybrid CSP and PV plant design, with operations controlled by a linear program.

Iaquaniello et al. [107] propose a CSP and diesel generator hybrid system for a remote system, and show

that the hybrid system is comparable to a conventional diesel generator while reducing emissions. Goel

et al. [108] analyze the performance of PV panels integrated into a CSP parabolic trough receiver and note

that annual production of the hybrid system can be 30% greater than the original design. Liu et al. [23]

consider a CSP and PV hybrid configuration in which generation from both systems can be stored in a

thermal energy system, and optimize sizing and the operational strategy to minimize the levelized cost of

energy. Liu et al. [109] optimize the sizing of hybrid PV and CSP plants with either TES or a battery

system and an electric heater according to the levelized cost of energy and system reliability.

Aguilar-Jiménez et al. [110] analyze the economic performance of a CSP and PV hybrid system for an

isolated community and note that the hybrid configuration dominates a single-technology solution as the

load demand increases. Petrollese and Cocco [111] optimize the sizing of a hybrid linear Fresnel CSP and

PV design with both TES and storage following a fixed operations in two locations.
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A key feature of our approach is the use of a dispatch optimization model to guide plant operations. We

consider a plant in an independent system operator market, where the primary goal is to maximize revenue,

and so utilize a revenue-maximizing dispatch objective function, though in another market a different

objective might be more appropriate [94]. Wagner et al. [12] develop a detailed CSP dispatch optimization

model, maximizing a plant’s revenue during the problem horizon, and considering operations and

maintenance costs due to dispatch decisions. This model has been (i) used to quantify the improvement in

long-term plant revenue due to optimal dispatch decisions [24], (ii) extended to guide operations of a hybrid

CSP-with-TES and PV-with-battery plant [25], (iii) employed to investigate dispatch decision dependence

on the model’s representation of power cycle efficiency [26], (iv) coupled with a simulation of component

failures to analyze operations and maintenance costs resulting from optimal dispatch decisions [27], and (v)

deployed in an open-source software tool that obtains optimized system designs while accounting for

operations and maintenance costs [28]. Most recently, this model was used to explore the interdependence

of system sizing, upfront capital costs, and lifetime operations and maintenance costs in a CSP-with-TES

plant [112]. We utilize a version of this model developed in Hamilton et al. [25], and, subsequently, refined

to consider hybrid CSP-with-TES and PV-with-battery dispatch [94]. We utilize this dispatch optimization

model, as implemented in the Hybrid Optimization and Performance Platform NREL [58].

Dispatch optimization for CSP system is an active area of research, with various approaches and levels

of fidelity used. Yang et al. [29] develop a mixed-integer, linear program that yields a profit-maximizing

schedule for a CSP plant, and Li et al. [30] utilize this model to simultaneously consider design decisions;

however, the power cycle efficiency model used in the dispatch formulation assumes constant thermal

efficiency, whereas the model developed by Wagner et al. [12] is decision-dependent. We use an

implementation of the dispatch optimization model, which determines a schedule of plant operations at

hourly fidelity. Zurita et al. [78] assess the impact of fidelity of the dispatch optimization model to guide

plant operations, and show the dependency of aggregate estimates of plant performance. Solar uncertainty

is sometimes incorporated in CSP dispatch optimization. Stochastic unit commitment models developed in

Zheng et al. [20] are extended by Du et al. [18] to account for TES storage level beyond the planning

horizon and Gao et al. [19] to constrain the chance of unmet load and curtailed generation. While these

works account for some of the unique properties of CSP-with-TES operations, they limit the detail of the

specifics of CSP operations, such as the interactions between the solar collectors, the TES, and the steam

generation system. Others have explored different optimization perspectives. A production cost model

approach considers an entire-grid perspective and seeks to minimize cost or emissions while meeting grid

demand, while a price-taker approach considers decisions for a single plant with the associated operational

detail. We adopt a price-taker perspective and assume a plant’s generation does not affect market
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conditions. Martinek et al. [21] consider several optimization perspectives, include price-taker and

production cost model, and compare the value and dispatch decisions of a CSP system under these

perspectives. Several works in the literature address the nonlinear and complex nature of CSP operations

by employing heuristics to guide dispatch decisions, such as System Advisor Model’s approach that

maximizes electrical generation [113]. de Meyer et al. [22] use a collection of four different heuristic policies

each with a goals of maximizing energy production, plant revenue, grid value, or minimizing the defocusing

of heliostats to assess the impact of each operation policy on plant performance and scheduling decisions in

South Africa. Liu et al. [23] develop a hybrid algorithm using both genetic algorithms and particle-swarm

optimization to obtain dispatch decisions for CSP-PV hybrid systems quickly, but at the expense of

provable optimality. The operating temperature of the CSP receiver and the resulting efficiency of the

Rankine power cycle is a central concern in plant operations, which Cox et al. [114] incorporate in a

nonlinear dispatch optimization model, but we find including these effects to be intractable for design

optimization. None of these works explores the sensitivity of optimal system sizing with respect to input

parameters in a setting that incorporates optimal dispatch.

Cox et al. [102] present a design evaluation and optimization approach used in the HOPP software,

results considering a specific plant location and energy market, as well as a more comprehensive review of

plant evaluation techniques. In this chapter, we focus on exploring the sensitivity of this approach with

respect to a selection of inputs, and present conclusions relevant to renewable energy developers. Our

contributions include a study of plant performance and optimal sizing as evaluated by the HOPP software

considering: (i) multiple plant configurations, locations, and electricity markets; (ii) varying grid

interconnect and total generation capacity; and, (iii) the presence of capacity-based renewable energy

incentive payments. We explore changes in plant performance and optimal sizing with respect to these

inputs and identify trends relevant to renewable energy developers.

4.3 Methodology

We optimize plant design using the HOPP software framework within the context of six degrees of

freedom (see Figure 4.1): (i) CSP field solar multiple, (ii) hours of thermal energy storage, (iii) CSP power

cycle capacity, (iv) PV field DC capacity, (v) battery storage capacity, and (vi) battery power capacity.

With respect to a given plant design, the System Advisor Model (SAM) simulates plant operations and an

explicit optimization model prescribes dispatch decisions (see Figure 4.2).
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Figure 4.2 Flow diagram of the plant evaluation procedure.

With respect to corresponding dispatch operations, each problem instance considers 48 hours at hourly

fidelity; the model has perfect knowledge of the weather and market conditions during the planning

horizon, which is consistent with the knowledge available to plant operators, ignoring uncertainty in

weather forecasts (see Figure 4.3). The plant simulation attempts to follow the first 24 hours of each

dispatch solution, but reduces generation or shuts systems down if an infeasibility is encountered. If the

dispatch solution includes curtailment of solar energy collection by the CSP heliostat field, the simulation

will operate the power cycle and receiver so as to avoid curtailment, which may result in CSP generation

during low-priced periods (see hours 36 through 40 in Figure 4.9). This policy enforces that both CSP

heliostat field and PV field maximize the collection of solar energy, and that generation during periods of

negative energy price affect both technologies.

Figure 4.3 Graphical depiction of the rolling planning horizon used in the plant evaluation function.

Guiding the plant simulation according to solutions of the dispatch model has (i) estimated the value of

optimal dispatch of a CSP-with-TES plant [12], (ii) evaluated the performance of a hybrid CSP and PV
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design [25], and (iii) is the default in HOPP [94]. We point the reader to Hamilton et al. [94] and Cox et al.

[102] for a more comprehensive discussion. For completeness, we present a mathematical formulation of the

design optimization problem and the dispatch optimization model in Appendices F and H, respectively,

which are taken from Cox et al. [102].

4.3.1 Design Objectives

The design objective is a scalar metric of performance over the plant’s lifetime, calculated from the total

energy, revenue, and costs estimated by the plant simulation. We consider the levelized cost of energy and

the benefit-to-cost ratio (Mai et al. [92], Hamilton et al. [94] and Cox et al. [102]). Table 4.1 lists notation.

Table 4.1 Notation used in the benefit-to-cost ratio and levelized cost of energy design objective functions.

Sets

Y Years in the plant lifetime; i.e., y ∈ {0, . . . , Y }

Select Parameters Units

δ Annual discount rate -

Metrics of plant performance, given by the financial model Units

by Total revenue (benefits) in year y $
ky Total costs in year y $
wy Annual energy production MWhe

Levelized Cost of Energy

Government-owned utility providers or micro-grid operators may seek the most cost-efficient design,

and so use a metric such as the levelized cost of energy. The quotient of the total present value of all costs

to the present value of all energy generated yields the lifecycle cost per unit of energy produced by the

system, and is known as the levelized cost of energy. The costs include all negative cash flows, as in the

benefit-to-cost ratio, and energy production is the total lifetime production of the plant sent to the grid

after accounting for all parasitic loads. Both cost and energy are discounted annually to determine their

present values. The levelized cost of energy is suitable for identifying the more cost efficient option between

plant designs with the same nameplate capacity, as each technology may scale differently with respect to

cost and generation capacity.

Levelized Cost of Energy =

∑
y∈Y

ky
(1+δ)y∑

y∈Y
wy

(1+δ)y
(4.1)
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Benefit-to-Cost Ratio

The benefit-to-cost ratio is the ratio of the present value of lifetime plant revenue to costs. Plant

revenue includes all positive cash flows from energy sales, tax credits, and capacity incentive payments.

Plant costs include installation, financing, and operations and maintenance. Revenue and cost are

discounted in out years, where values greater than 1 indicate a design yields a positive return on

investment over the lifetime of the plant.

Benefit-to-Cost Ratio =

∑
y∈Y

by
(1+δ)y∑

y∈Y
ky

(1+δ)y

(4.2)

Other Metrics of Plant Performance

In addition to these metrics, we report other aspects of plant performance and describe them here for

completeness. Annual energy production (AEP) is the total of energy sold to the grid by the plant,

accounting for parasitic loads, in its first year of operations. The capacity factor is the ratio of annual

energy production to the capacity of the grid interconnect. Installed cost is the total cost of plant

installation. The mean energy price is the average price at which a plant sells energy to the grid, where

higher values indicate a plant is able to target higher-priced periods which, depending on the market, may

occur outside the hours of solar availability.

4.3.2 Design Optimization Approach

The plant evaluation function is nonlinear, implicit, discrete, and computationally expensive. To

optimize the design of a plant, we utilize a “black-box” optimization algorithm, which is a tool of choice

when convenient mathematical structure is absent. Because these algorithms cannot guarantee global

optimality, we sample the solution space thoroughly, after which we “warm start” the optimization

algorithm using these results. The sampling and optimization procedures are executed using the problem

and driver classes in HOPP, which facilitate concurrent execution of the plant evaluation. Our approach

to design optimization focuses on thorough sampling of the parameter space, and utilizes concurrent

execution to reduce the overall computational time.

4.4 Study Inputs and Data

We use Python version 3.8.10 [97] for the HOPP optimization framework and plant evaluation

procedure implementation; the dispatch optimization model is written in Pyomo [98] and solved with

Gurobi version 9.5 [51] using its persistent interface to increase communication efficiency between the

modeling language and solver. We utilize centroidal Voronoi tessellation samples for even coverage of the
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solution space, which the idaes Python package implements [95]. The bayesian-optimization Python

package optimizes the plant designs [96]. Computer hardware consists of a Dell Power Edge R610 server

with two Intel Xeon x5670s at 2.93 GHz and 192GB RAM running Ubuntu version 18.04.5.

4.4.1 Case Study Parameters

We execute a study considering two instances of energy markets and three instances of weather data

from two locations. For plant revenue, we include the 26% investment tax credit, time-of-delivery pricing,

and a capacity-based incentive in some cases. This study is meant to provide select examples of optimal

sizing dependence that are relevant to contemporary developers of solar-power-with-storage plant designs.

4.4.2 Energy Markets

Electricity prices affect the dispatch solution through energy purchase and sales price parameters. We

select two instances a decade apart of day-ahead market data from the California independent system

operator (CAISO) node in Rice, CA where each includes real-world prices at hourly fidelity for one year.

The instances chosen have similar average prices ($35/MWh in 2010 and $30/MWh in 2020), but

pronounced differences in their hourly average profiles (see Figure 4.4). Prices in 2010 show some variation

over the day, between weekdays and weekends, and throughout the year, but are roughly constant when

compared to the 2020 prices, see Figure 4.5. The level of PV penetration in the CAISO market increased

dramatically over the ten years from 2010 to 2020 [1], which is evident by the pronounced “duck curve”

seen in the left panel of Figure 4.4 and band of lower prices during the solar day in Figure 4.5. These

differences serve to highlight optimal plant sizing dependence on the price signal, where the Rice 2020

market provides a greater incentive for storage capacity due to the higher-priced periods outside the hours

of solar availability. Table 4.2 shows normalized quartiles; we note the close agreement in the median and

upper quartiles for the two years, but a vastly higher maximum price in the 2020 data. Figure 4.5 shows

the higher-priced periods generally occur between 6 and 11pm in the Rice 2020 market, and a spike in

prices in August of 2020, which may have been caused by a series of wildfires that occurred across a large

area of California in that month [100].

Table 4.2 Comparison of the distribution of normalized electricity prices for the CAISO node in Rice
California in 2010 and 2020

Average Minimum Lower Qtr Median Upper Qtr Maximum

Rice 2010 [$/MWh] 35.37 -10.26 29.04 34.98 41.60 109.37
Rice 2020 [$/MWh] 30.54 -47.36 18.97 26.25 35.33 1,435.43
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Figure 4.4 Comparison of electricity prices from the CAISO node in Rice, CA for the 2010 and 2020
calendar years. The left panel depicts the hourly average price, while the right panel shows a
price-duration curve of the same data.

Figure 4.5 Heat map comparison of electricity prices from the CAISO node in Rice, CA for the 2010 and
2020 calendar years. The white lines indicate the approximate local time of sunrise and sunset.

4.4.3 Plant Locations

The plant location affects plant performance through the available solar resource, ambient weather

conditions, and site latitude. We include two sites in this study: Rice California (Rice) and Northern Chile

(N. Chile). Both locations have high solar resource and data available through the National Solar

Radiation Data Base [99]. Solar resource and electricity prices may be positively correlated; however,

markets in geographical areas with an abundance of PV may exhibit the opposite relationship. Where

possible, we use weather conditions that correspond to the electricity prices in the same period. We include

two instances of weather conditions for the Rice location (2010 and 2020), corresponding to the two
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instances of market data used in that location, and consisting of solar resource and ambient conditions at

hourly fidelity for one year. Unfortunately, we do not have access to analogous pricing in the N. Chile

location, and so utilize a typical meteorological year (TMY) for the weather conditions and market data

from the Rice location in 2010. Because the N. Chile location is in the southern hemisphere, we offset the

energy market data by six months from that shown in Figure 4.5 for consistency.

Figure 4.6 Comparison of direct normal irradiance for Rice, CA in 2010 and 2020 and a TMY in N. Chile.
The left panel compares the hourly average DNI, while the right panel shows a resource-duration of the
same data.

Figure 4.7 Heat map comparison of direct normal irradiance for Rice, CA in 2010 and 2020 and a TMY in
N. Chile.

The left panel of Figure 4.6 compares the hourly average direct normal irradiance (DNI) for the three

instances of weather data used; the right panel shows a resource-duration curve of the same data. Direct
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normal irradiance affects generation of both the CSP and PV source, though the PV system can also

generate power from diffuse irradiance. The hourly resources of both years in Rice are roughly equal, while

the resource in N. Chile is consistently higher due to the reduced atmospheric attenuation at that location.

Figure 4.7 compares the three instances of weather data; there is a rough equivalence between the two

years of data from Rice, and a higher occurrence of low-irradiance solar days in December of 2010, which

were a result of record-setting snow and rainfall [115]. Table 4.3 compares the aggregate solar resource in

the three instances of weather data used. We note the significant increase in the direct normal irradiance

portion of the solar resource and a more moderate increase in the global horizontal irradiance in N. Chile

compared to the conditions in Rice, which favors CSP generation.

Table 4.3 Comparison of total annual solar resource for the three instances of weather conditions used.

Global Horizontal Direct Normal Diffuse Horizontal
kWh/m2 kWh/m2 kWh/m2

Rice 2010 2,159.5 2,798.0 466.3
Rice 2020 2,207.7 2,958.8 448.1
N. Chile TMY 2,730.4 3,782.1 353.4

4.4.4 Incentive Payments

Governments and utilities offer various incentives to encourage investment in renewable energy; an

investment tax credit can serve as a reduction in the tax liability of the operating entity, implemented as a

percentage of the system installation cost. This credit can be spread over multiple years for cases in which

the tax liability is insufficient to receive the benefit of the incentive in a single year. As a result, the SAM

financial model treats the investment tax credit as a payment, and does not reduce the benefit according to

the estimated tax liability of the project. We include a 26% investment tax credit for all designs in this

paper, which is applicable in the U.S. at the time of this writing.

Another approach, meant to target an increase in dispatchable capacity, is the provision of capacity

payments, i.e., annual payments to the plant for energy produced during a subset of periods, as defined by

the utility. The rules of a capacity payment vary widely, as do methods of estimating them for a specific

plant design [81, 116, 117]. We consider a definition of the capacity payment, as in Jorgenson et al. [82]

and Hamilton et al. [94], which is a payment each year for energy produced in the periods of peak net load.

We assume that these payments do not account for the state of storage in these periods and only apply to

actual generation in the top 100 net load hours, at a price of $150 / kWh per year. Figure 4.8 shows a heat

map of renewable generation and grid net load for the CAISO market in 2020. The top 100 net load hours

are shaded in black, and mainly occur between 6 and 11 pm in the months of August through October.
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Figure 4.8 Heat map comparison of the total CAISO renewable generation and net grid load for 2020. The
top 100 net load hours are shaded in black.

We assume the capacity payments are determined ex post facto by the utility; therefore, the dispatch

optimization model has no knowledge of the periods on which these payments are based and so there is no

direct incentive for producing during these periods in the schedule of operations, other than the

time-of-delivery prices. A comparison of the periods of peak net load in Figure 4.8 and the periods of

highest energy price in Figure 4.5, shows that grid net load is somewhat correlated to energy price, which

provides a direct incentive for generation during these periods in the revenue-maximizing dispatch

objective.

4.5 Results

We consider four plant configurations, including single-technology (i) CSP-with-TES, and (ii)

PV-with-battery designs, as well as hybrid (iii) CSP-with-TES and a co-located PV field, and (iv)

CSP-with-TES and PV-with-battery. We optimize sizing according either to the benefit-to-cost ratio or to

the levelized cost of energy, and execute a study varying (i) plant location, (ii) electricity market, (iii) the

grid connection limit, and (iv) the presence of a capacity-based incentive payment, to demonstrate the

plant performance and optimal sizing dependence on these inputs. Section 4.5.9 summarizes the

combinations of input parameters evaluated and our conclusions from each of Sections 4.5.3 through 4.5.8.

4.5.1 Plant Configuration Parameters

We limit the grid connection and fix dispatchable generation capacity to 100 MW in all but the hybrid

CSP-with-TES and PV-with-battery configuration, allowing comparisons between the different plant

configurations. The grid connection limit forces the CSP cycle, PV field, and battery to dispatch in periods
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orthogonal to each other. In Section 4.5.6, we relax the assumed 100 MW grid connection limit to show its

effect on plant performance and optimal sizing in PV-with-battery designs. In the hybrid CSP-with-TES

and PV-with-battery configuration we fix the power cycle capacity at 100 MW and allow the battery power

capacity to vary.

Table 4.4 System sizing variables and simple bounds for each plant configuration considered

Design Variable Units Lower Bound Upper Bound

Concentrating Solar Power (CSP) with Thermal Energy Storage (TES)
Hours of TES h 4 16
Solar Multiple - 0.8 3.0

Photovoltaics (PV) with Battery Storage
Battery Storage MWh 1 600

PV Field DC Capacity MWe 100 300

Hybrid CSP with TES and PV without Battery Storage
PV Field DC Capacity MWe 1 300

Hours of TES h 4 16
Solar Multiple - 0.8 3.0

Hybrid CSP with TES and PV with Battery Storage
Battery Storage MWh 1 600

Battery Power MWe 1 100
PV Field DC Capacity MWe 1 300

Hours of TES h 4 16
Solar Multiple - 0.8 3.0

Table 4.4 lists design sizing variables and their simple bounds for each of the plant configurations

considered. All other aspects of plant design are fixed, unless otherwise stated. In all configurations, the

PV system utilizes single-axis tracking panels and the inverter DC-to-AC ratio is fixed to the default value

in SAM, 1.3. When included, the battery nominal voltage is 500V, utilizes a lithium iron phosphate

chemistry, and is only allowed to charge using PV generation. The CSP system is configured as a power

tower, is paired with a two-tank TES system, and uses a 60%-to-40% by-weight mixture of sodium nitrate

and potassium nitrate for the heat transfer and storage fluid. All financing and installation cost parameters

are the default values used in SAM at the time of this writing. Additional technology parameters and costs

are listed in Appendix G.

4.5.2 Operations Schedule Examples

Plant performance is a result of both the market and weather conditions and the schedule of operations,

guided by the dispatch model solutions. In all cases, we consider a revenue-maximizing dispatch objective,

consistent with the benefit-to-cost ratio design objective and representative of the way in which a plant

would be operated in an independent-system-operator market. Figure 4.9 shows four days of the schedule

of plant operations for the CSP-with-TES design with the best benefit-to-cost ratio under the Rice 2020

market and weather conditions. Plant systems behave as expected, collecting solar energy during the day
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and dispatching energy to the grid during the highest-priced periods. We note the high capacity factor of

this design, which we evaluate based on the 100 MW grid connection limit, and low amount of curtailed

generation. CSP generation in hours 36 to 40 of Figure 4.9 demonstrates the operational policy to

minimize solar energy curtailment. In these hours, the CSP cycle is operated to allow solar energy

collection, which would not otherwise be possible since the TES system is at capacity. Generation during

these low-priced hours has a neutral effect on the benefit-to-cost ratio of this design, but improves the

levelized cost of energy.

Figure 4.9 Example operations schedule for the CSP-with-TES plant, maximizing benefit-to-cost ratio
under the Rice 2020 market and weather conditions (see Table 4.5 for the plant design). The direct normal
irradiance (DNI) shows the solar resource available for CSP generation. Shaded regions and line traces are
plotted against the primary (left) axes and the secondary (right) axes, respectively. †Simulated
performance is reported over a four-day period in June of 2020.

Figure 4.10 shows four days of the schedule of plant operations for the PV-with-battery design with the

best benefit-to-cost ratio under the Rice 2020 market and weather conditions. Compared to the

CSP-with-TES design, results show significantly lower capacity factor and higher curtailed energy. In this

design, the PV field AC capacity (131.4 MWac) is sized larger than the 100 MW grid connection limit,

resulting in curtailed generation. In some periods, energy that would have been curtailed is used to charge

the battery and then discharged in higher-priced periods.
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Figure 4.10 Example operations schedule for the PV-with-battery plant, maximizing benefit-to-cost ratio
under the Rice 2020 market and weather conditions (see Table 4.5 for the plant design). The global
horizontal irradiance (GHI) shows the solar resource available for PV generation. Shaded regions and line
traces are plotted against the primary (left) axes and the secondary (right) axes, respectively. †Simulated
performance is reported over a four-day period in June of 2020.

4.5.3 Electricity Market

To demonstrate the effect of the electricity market, we consider the two single-technology designs under

the Rice 2010 and 2020 market and weather conditions. Figure 4.11 plots the designs optimizing either the

benefit-to-cost ratio or the levelized cost of energy with 500 samples of the same configuration. We omit

designs evaluated by the optimizer in Figure 4.11, which are clustered around the best plant design, to

emphasize the coverage of sampling. Benefit-to-cost ratios are uniformly less than one, indicating that no

design provides a positive return on investment. This is a consequence of the cost and revenue parameters

used, which do not account for a purchase price agreement that would provide greater revenue than the

day-ahead market.

Results under the Rice 2010 conditions show little difference between designs maximizing the

benefit-to-cost ratio or minimizing the levelized cost of energy, which is a consequence of the roughly

constant time-of-delivery prices in this market. CSP-with-TES designs with 12 to 16 hours of storage and a

solar multiple of 2.5 to 3.0 perform well under either design objective, with the solar multiple pushed to its

upper bound. PV-with-battery designs with the minimum amount, 1 MWh, of battery storage and 125 to

175 MW of PV capacity perform well under these market and weather conditions. The difference in storage
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capacity between the configurations serves to highlight differences in the PV-with-battery and

CSP-with-TES systems. The battery operates as an arbitrage device, in which the system can take the

current market price or pay a round-trip efficiency penalty to dispatch energy in the future at a higher

price, while the TES system acts as an energy buffer (by design) between solar energy harvesting and

electricity generation. This limitation of the battery system, combined with the roughly constant energy

price in the Rice 2010 market, provides no incentive for battery storage capacity under either objective.

Figure 4.11 Benefit-to-cost ratio (BCR) results of sampling 500 designs with the best BCR and levelized
cost of energy (LCOE) designs found, comparing performance under varying electricity markets. Designs
evaluated during optimization are generally clustered near the best, but are omitted here to emphasize the
coverage of sampling.

Results under the Rice 2020 conditions show greater variation in designs due to the greater incentive for

storage this market provides. The plant design in the PV-with-battery configuration minimizing the

levelized cost of energy is roughly the same in the Rice 2010 and 2020 results. The PV-with-battery design

maximizing the benefit-to-cost ratio adds some battery storage capacity, because there are some

opportunities to charge during low-priced periods and discharge in higher-priced periods afforded in this

market. The CSP-with-TES design maximizing the benefit-to-cost ratio reduces the size of the solar field,

compared to that under the Rice 2010 conditions, because the system is targeting generation during a

smaller subset of higher-priced periods. Table 4.5 lists design variable values for the plants either

maximizing the benefit-to-cost ratio or minimizing the levelized cost of energy under the Rice 2010 or 2020

conditions. We again note the close agreement in the best-found designs under the Rice 2010 conditions

87



regardless of objective, whereas the Rice 2020 market provides a greater incentive for storage under the

benefit-to-cost ratio objective.

Table 4.5 Design variables of plants either maximizing benefit-to-cost-ratio (BCR) or minimizing the
levelized cost of energy (LCOE) under the Rice 2010 or 2020 market and weather conditions. † and ‡

indicate a variable is at its lower or upper bound, respectively. Bold values indicate a configuration has the
best value of a particular performance metric.

Configuration CSP-with-TES CSP-with-TES PV-with-battery PV-with-battery

Design Objective BCR LCOE BCR LCOE

Rice 2010 market and weather
Hours of TES [h] 14.10 15.01 - -

Solar Multiple [-] 3.00‡ 3.00‡ - -
PV Field DC Capacity [MWe] - - 147.10 146.17

Battery Storage [MWh] - - 1.00† 1.00†

BCR [-] 0.42 0.42 0.91 0.91
LCOE [¢/kWh] 7.45 7.44 3.51 3.51

AEP [GWh] 602.00 607.41 306.67 305.31
Capacity Factor [%] 68.72 69.34 35.01 34.85

Installed Cost [$ million] 713.22 719.36 181.30 180.32

Rice 2020 market and weather
Hours of TES [h] 15.15 14.56 - -
Solar Multiple [-] 2.65 2.94 - -

PV Field DC Capacity [MWe] - - 170.83 147.11

Battery Storage [MWh] - - 183.70 1.00†

BCR [-] 0.42 0.42 0.50 0.45
LCOE [¢/kWh] 7.54 7.37 4.90 3.57

AEP [GWh] 565.58 604.60 359.51 314.08
Capacity Factor [%] 64.56 69.02 41.04 35.85

Installed Cost [$ million] 669.41 705.57 248.12 177.52

The comparison of optimal sizing under either the Rice 2010 or 2020 market demonstrates that greater

PV penetration incentivizes greater storage capacity, but also that the time-of-delivery prices alone are not

sufficient to make these designs profitable under our cost assumptions. Results also demonstrate that the

levelized cost of energy does not provide an incentive for storage in PV-with-battery designs under any

market, because this metric only considers a plant’s total energy production and does not consider the time

value of energy. However, in CSP-with-TES designs, either objective function provides an incentive for

storage, because TES systems cost-effectively increase total energy production.

4.5.4 Plant Location

To explore the effect of plant location, we consider the two single-technology configurations in the Rice

and N. Chile locations, both under the Rice 2010 electricity market. The comparatively constant price in

this market emphasizes differences due to the solar resource, rather than a combination of effects.

Figure 4.12 plots designs optimizing either the benefit-to-cost ratio or levelized cost of energy in each

location. Compared to the Rice 2010 results, the best-found designs are smaller in the N. Chile location as
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a result of the increased solar resource and the fixed 100 MW grid limit imposed on all designs.

Figure 4.12 Benefit-to-cost ratio (BCR) results of sampling 500 designs with the best BCR and levelized
cost of energy (LCOE) designs found, comparing performance under varying plant location. Designs
evaluated during optimization are generally clustered near the best, but are omitted here to emphasize the
coverage of sampling.

Table 4.6 shows designs of plants either maximizing the benefit-to-cost ratio or minimizing the levelized

cost of energy under the combination of N. Chile weather conditions and the Rice 2010 market. We note

close agreement in designs for either objective, again owing to the roughly constant price market, in which

maximizing energy production (i.e., minimizing levelized cost of energy) is roughly the same as maximizing

profit (i.e., maximizing the benefit-to-cost ratio). Results also show an increase in the best-found

benefit-to-cost ratio and levelized cost of energy, demonstrating the dependence of plant performance on

the available solar resource.
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Table 4.6 Design variables of plants either maximizing benefit-to-cost-ratio (BCR) or minimizing the
levelized cost of energy (LCOE) under the Rice 2010 or N. Chile 2010 weather conditions and Rice 2010
market. †Indicates a variable is at its lower bound. Bold values indicate a configuration has the best value
of a particular performance metric.

Configuration CSP-with-TES CSP-with-TES PV-with-battery PV-with-battery

Design Objective BCR LCOE BCR LCOE

N. Chile 2010 market and weather
Hours of TES [h] 13.95 14.94 - -
Solar Multiple [-] 2.50 2.56 - -

PV Field DC Capacity [MWe] - - 123.37 122.80

Battery Storage [MWh] - - 1.00† 1.00†

BCR [-] 0.56 0.56 1.13 1.13
LCOE [¢/kWh] 5.67 5.65 2.88 2.88

AEP [GWh] 730.88 747.38 325.47 324.46
Capacity Factor [%] 83.43 85.32 37.15 37.04

Installed Cost [$ million] 645.31 661.02 157.64 157.03

4.5.5 Project Budget

In Sections 4.5.3 and 4.5.4, we do not consider a constraint on project budget. We investigate trends in

the benefit-to-cost ratio with respect to the installed cost of plants using the results of sampling. We filter

CSP-with-TES designs having the best benefit-to-cost ratio at a given installed cost from the designs

evaluated during sampling. Figure 4.13 shows the apparent Pareto frontier of installed cost and

benefit-to-cost ratio found in the results of sampling, and shows these designs in the overall parameter

space. The right panel of Figure 4.14 shows that the best-found CSP-with-TES designs at a given installed

cost occur in a band across the parameter space, which is dependent on the combination of weather and

market conditions imposed and on the cost assumptions used.

We filter designs on the apparent Pareto frontier for each combination of weather and electricity market

considered, using the Rice 2010 market and weather conditions as a base case to demonstrate the linear

relationship in sizing of CSP-with-TES designs. The left panel of Figure 4.14 illustrates that designs under

the Rice 2020 market have greater storage capacity and smaller solar multiples than designs under the Rice

2010 conditions, consistent with the Rice 2020 market providing a greater incentive to dispatch energy in a

smaller subset of periods outside of the solar day (i.e., those with the highest time-of-delivery price). The

right panel of Figure 4.14 demonstrates that designs in the N. Chile location have a lower solar multiple

than those under the Rice 2010 weather conditions, consistent with the greater solar resource in that

location and constant grid connection limit of these designs. Generally, these results show that a linear

relationship between the solar field size and hours of storage exists and is dependent on the imposed

market and weather conditions. A developer interested in a specific site could evaluate the apparent Pareto

frontier of installed cost and benefit-to-cost ratio (or some other design objective), and then choose a
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design that meets their project budget from the dominating designs found.

Figure 4.13 Installed cost and benefit-to-cost ratio results of sampling 500 CSP-with-TES designs under
the Rice 2010 market and weather conditions. The left panel shows the apparent efficient frontier of
installed cost and benefit-to-cost ratio. The right panel shows the position of the efficient designs in the
parameter space.

Figure 4.14 Comparison of CSP-with-TES designs maximizing the benefit-to-cost ratio and installed cost
under varying energy market and plant location.

The comparison of efficient CSP-with-TES designs demonstrates the dependence of optimal sizing with

respect to the imposed market and weather conditions. Further, results show the importance of balancing

storage capacity with the CSP field solar multiple for the plant’s location, with locations having greater

solar resource leading to smaller heliostat fields at the same storage capacity. These relations are not

present in PV-with-battery designs, because of the battery system’s relatively higher cost per unit capacity.
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4.5.6 Grid Interconnect Limit

In Sections 4.5.3 through 4.5.2, we impose a grid interconnect limit of 100 MW. This limit forces PV

generation greater than 100 MW to be stored in the battery or curtailed. The best-found PV-with-battery

designs in Sections 4.5.3 and 4.5.4 have PV field AC capacities larger than this connection limit, and

battery capacities insufficient to capture all curtailed generation. We investigate the effect of the grid

interconnect limit on the performance of the PV-with-battery configuration operations by increasing this

limit to 125 and then 150 MW, thereby allowing excess PV generation (up to the grid limit) to be sold to

the grid at the time-of-delivery price, rather than curtailed. Figure 4.15 shows installed cost results of

sampling 500 PV-with-battery designs and the best-found benefit-to-cost ratio and levelized cost of energy

designs while varying the grid connection limit. Plants having a larger PV field DC capacity and smaller

battery storage capacity dominate as the grid connection limit is increased.

Figure 4.15 Installed cost results of sampling 500 PV-with-battery designs with the best benefit-to-cost
ratio and levelized cost of energy designs found, while varying the grid connection limit between 100, 125
and 150 MW. Designs evaluated during optimization are generally clustered near the best, but are omitted
here to emphasize the coverage of sampling.

Table 4.7 compares the designs and performance of PV-with-battery plants either maximizing the

benefit-to-cost ratio or minimizing the levelized cost of energy. Results show minor improvements in both

objective values as the grid connection limit is increased, indicating the Rice 2020 market provides a minor

incentive for greater generation during the solar day. We note the PV field AC capacity of these designs all

exceed their corresponding grid connection limit (by roughly 30 MWe and 15 MWe, respectively for each

design objective). Each plant saturates the grid connection over a large portion of the hours of solar

availability, resulting in curtailed generation; that is, even as the grid connection limit increases, the

best-found PV field capacity also increases and, in each case, the best-found designs curtail 0.71 to 2.24%
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of annual generation.

Table 4.7 Design variables of plants either maximizing benefit-to-cost-ratio (BCR) or minimizing the
levelized cost of energy (LCOE) under the Rice 2020 market and weather conditions, and varying grid
interconnect limit. †Indicates a design variable is at its lower bound.

Grid Limit 100 MW 100 MW 125 MW 125 MW 150 MW 150 MW

Design Objective BCR LCOE BCR LCOE BCR LCOE

Rice 2020 market and weather
PV Field DC Capacity [MWe] 170.83 147.11 204.61 181.41 240.02 215.31

Battery Storage [MWh] 183.70 1.00† 157.57 1.00† 149.43 1.00†

PV Field AC Capacity [MWe] 131.41 113.16 157.39 139.55 184.63 165.62
PV Field AC Overbuilt [MWe] 31.41 13.16 32.39 14.55 34.63 15.62

BCR [-] 0.50 0.45 0.51 0.47 0.52 0.49
LCOE [¢/kWh] 4.90 3.57 4.32 3.36 4.00 3.21

AEP [GWh] 359.51 314.08 432.56 388.71 508.81 462.52
Capacity Factor [%] 41.04 35.85 39.50 35.50 38.72 35.20

Installed Cost [$ million] 248.12 177.52 277.09 213.51 312.24 249.10
Curtailed [%] 2.24 1.33 1.83 0.96 1.60 0.71

4.5.7 Capacity Credit

Utilities are considering incentivizing investments in utility-scale storage systems. We evaluate a

capacity-based payment, as in Hamilton et al. [94], which is paid in addition to the time-of-delivery prices

for generation during a subset of periods at a price of $150/kWh per year (taken from Jorgenson et al.

[82]). These incentives are targeted to generation during periods of the greatest net grid load, which are

often not known to the plant or the utility ahead of time. Figure 4.16 shows the results of sampling 500

CSP-with-TES designs while (a) excluding or (b) including this capacity payment in plant revenue. We

note little change in the best-found designs according to the levelized cost of energy objective due to the

presence of the capacity payment, as this metric does not consider plant revenue. Designs maximizing the

benefit-to-cost ratio change significantly when adding the capacity payment, with the best-found

CSP-with-TES design having a significantly smaller heliostat field and storage capacity compared to the

best-found design without the capacity payment. The effect of the capacity payment on the CSP-with-TES

configuration is to incentivize generation during a smaller subset of periods. The PV-with-battery

configuration adds battery storage capacity and shrinks the PV field in response to the capacity payment,

consistent with the capacity payment incentivizing generation in a smaller subset of periods. In both

configurations, the benefit-to-cost ratio objective seeks a minimum-cost plant with sufficient capacity to be

awarded revenue from the capacity payment. We also note that the benefit-to-cost ratio objective is

relatively flat over a large range of designs in both configurations, meaning that the result is strongly

dependent on the cost parameters, time-of-delivery, and capacity price used.
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Figure 4.16 Benefit-to-cost ratio (BCR) results of sampling 500 CSP-with-TES and PV-with-battery
designs with the best benefit-to-cost ratio and levelized cost of energy designs found, with (a) no capacity
payment and (b) a $150/kWh per year payment for generation during the top 100 net load hours. Designs
evaluated during optimization are generally clustered near the best, but are omitted here to emphasize the
coverage of sampling.

Figure 4.17 shows generation schedules for the best-found designs, which have significantly lower annual

energy generation than the best-found designs without the capacity payment. The CSP-with-TES design

achieves 91.5% coverage of peak net load hours in the four-day period shown, whereas the PV-with-battery

design lacks sufficient battery storage capacity to generate during all peak net load hours, achieving only

41.7% coverage of the hours shown. Because the periods on which the capacity payment is based are

opaque to the dispatch optimization model, the schedule of operations of these plants is not affected by the

presence of the payment, and is only guided by the time-of-delivery price. We find that the CSP-with-TES

design achieves significantly higher coverage of high-net-load periods, though the PV-with-battery design

yields a better benefit-to-cost ratio, owing to its lower installed cost.

Table 4.8 shows designs maximizing the benefit-to-cost ratio under the Rice 2020 weather and market

conditions either (a) without a capacity payment or (b) with a capacity payment. The best-found

benefit-to-cost ratios improve, as expected, since the capacity payment provides an additional source of

revenue at no additional cost to the plant. In this scenario, results show that CSP-with-TES designs, sized

according to the time-of-delivery price alone, are well positioned to benefit from a capacity-based incentive,

while PV-with-battery designs may need additional investment to increase battery capacity to fully benefit

from this kind of incentive. Given the similarity of the best-found benefit-to-cost ratios in either

configuration, a reduction in CSP costs or an increase in the capacity price, a capacity-based incentive

might allow a CSP-with-TES design to be more profitable than a PV-with-battery plant.
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Figure 4.17 Example operations schedule for the PV-with-battery and CSP-with-TES plants, maximizing
benefit-to-cost ratio under the Rice 2020 market and weather conditions with the $150/kWh capacity
incentive (see Table 4.8 for the plant designs). Shaded regions and line traces are plotted against the
primary (left) axes and the secondary (right) axes, respectively. †Simulated performance is reported over a
four-day period in September of 2020, which contains 15 of the 100 peak net load hours.

Table 4.8 Design variables of plants maximizing benefit-to-cost-ratio (BCR) under the Rice 2020 market
and weather conditions, both with and without a capacity-based incentive. Bold values indicate that a
configuration has the best value of a particular performance metric. †Capacity credit percent calculated
according to the schedule of operations but not included in plant revenue.

Configuration CSP-with-TES CSP-with-TES PV-with-battery PV-with-battery

Capacity Credit (a) without (b) with (a) without (b) with

Rice 2020 market and weather
Hours of TES [h] 15.15 8.48 - -
Solar Multiple [-] 2.65 1.43 - -

Field DC Capacity [MWe] - - 170.83 123.35
Battery Storage [MWh] - - 183.70 277.69

BCR [-] 0.42 0.73 0.50 0.80
LCOE [¢/kWh] 7.54 10.81 4.90 6.52

AEP [GWh] 565.58 282.28 359.51 264.93
Capacity Factor [%] 64.56 32.22 41.04 30.24

Installed Cost [$ million] 669.41 458.54 248.12 225.83

Capacity Credit [%] 93.83† 89.19 29.53† 42.70

Figure 4.18 shows the apparent Pareto frontier of the capacity credit percent and benefit-to-cost ratio;

the capacity credit percent could be doubled from the best-found PV-with-battery design by increasing the

size of the PV field and battery storage capacity. As the size of the PV field and battery storage capacity

increase, the designs are able to capture additional capacity credit revenue, but under our cost
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assumptions, the installed cost of these designs increases at a greater rate; either an increase in the

capacity incentive or a decrease in the cost per unit capacity of the battery would shift the optimal sizing.

We present these results to demonstrate the effect of a capacity-based incentive on optimal sizing, whereas

developers, seeking to maximize revenue gained from a real-world incentive payment, should rely on a more

holistic analysis to size plant systems, especially if payments are determined ex post facto or are not

available throughout the plant’s lifetime.

Figure 4.18 Installed cost and benefit-to-cost ratio results of sampling 500 PV-with-battery designs under
the Rice 2020 market with a $150/kWh per year capacity credit. The left panel shows the apparent
efficient frontier of capacity credit percent and benefit-to-cost ratio. The right panel shows the position of
the efficient designs in the parameter space.

4.5.8 Hybridization

We consider two hybrid plant configurations, the first with a CSP-with-TES system and a co-located

PV field, and the second with both a CSP-with-TES and a PV-with-battery system. We approach hybrid

configurations from the perspective of adding PV or a PV-with-battery system to an existing

CSP-with-TES plant, which theoretically could increase the capacity factor of the plant by coupling the

lower-cost PV generation during the solar day with the high-storage-capacity TES for overnight generation.

In both hybrid configurations, the CSP power cycle is fixed to 100 MWe, and so both the hybrid

configurations considered are CSP dominant with respect to their performance. Figure 4.19 shows the

results of sampling 750 hybrid CSP-with-TES and PV (without a battery) designs under the Rice 2020

conditions, with the designs having the best levelized cost of energy and best benefit-to-cost ratio either (a)

without a capacity payment or (b) with a capacity payment identified. We note differences in

CSP-with-TES and PV field sizing in these three cases. The design minimizing the levelized cost of energy
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couples a relatively large CSP-with-TES system having over 13 hours of storage with a 162 MWdc PV field.

The PV field in this design is sized to provide additional capacity during the hours of solar availability.

The design maximizing the benefit-to-cost ratio without the capacity credit couples an even larger

CSP-with-TES system with a smaller 36 MWdc PV field. The PV field in this design provides enough

energy to cover the parasitic loads of the CSP systems, with additional energy sold to the grid. The design

maximizing the benefit-to-cost ratio with the capacity credit has a smaller CSP-with-TES system,

consistent with results in Section 4.5.7, and correspondingly smaller PV field.

Figure 4.19 Benefit-to-cost ratio (BCR) and levelized cost of energy (LCOE) results of sampling 750 hybrid
CSP-with-TES and PV designs with the best benefit-to-cost ratio and levelized cost of energy found, with
(a) no capacity payment and (b) a $150/kWh per year payment for generation during the top 100 net load
hours.

Table 4.9 shows the variable values of hybrid plant designs either maximizing the benefit-to-cost ratio

or the levelized cost of energy. The battery system is sized at its lower bound in each case, when included.

This indicates that the battery system does not price favorably under our market and cost assumptions in

a hybrid configuration having a 100 MW CSP power cycle. Other uses of the battery system, e.g.,

rapid-response capacity or frequency control, rather than as bulk storage, would likely affect this result.

The two design objectives lead to design using the PV field in two distinct ways: (i) designs minimizing the

levelized cost of energy include larger PV fields for additional capacity, while (ii) designs maximizing the

benefit-to-cost ratio in a market with significant PV generation primarily use the PV field to cover CSP

system parasitic loads.
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Table 4.9 Design characteristics of plants maximizing benefit-to-cost-ratio (BCR) under the Rice 2020
market and weather conditions, both with and without a capacity-based incentive. † and ‡ indicate a
variable is at its lower or upper bound, respectively. Bold values indicate a configuration has the best value
of a particular performance metric. ††Capacity credit percent calculated according to the schedule of
operations but not included in plant revenue.

Configuration CSP-with-TES CSP-with-TES CSP-with-TES CSP-with-TES
and PV and PV and PV-with-battery and PV-with-battery

Design Objective BCR LCOE BCR LCOE

Rice 2020 market and weather
Hours of TES [h] 16.00‡ 13.69 14.35 13.66
Solar Multiple [-] 2.80 2.09 2.56 2.08

Field DC Capacity [MWe] 35.96 161.86 47.56 164.74
Battery Power [MW] - - 1.00† 1.00†

Battery Storage [MWh] - - 1.00† 1.00†

BCR [-] 0.43 0.41 0.43 0.41
LCOE [¢/kWh] 6.96 6.42 6.94 6.43

AEP [GWh] 657.78 722.17 635.55 723.58
Installed Cost [$ million] 733.58 748.51 699.80 750.69

Capacity Credit [%] 93.84†† 93.79†† 93.97†† 93.94††

Rice 2020 market and weather with a $150/MWh per year capacity payment
Hours of TES [h] 8.93 13.18 8.86 13.56
Solar Multiple [-] 1.39 2.06 1.35 2.15

Field DC Capacity [MWe] 15.92 160.48 15.71 160.33
Battery Power [MW] - - 1.00† 1.00†

Battery Storage [MWh] - - 1.00† 1.00†

BCR [-] 0.74 0.68 0.73 0.67
LCOE [¢/kWh] 10.10 6.29 10.15 6.30

AEP [GWh] 309.11 715.07 307.94 726.47
Installed Cost [$ million] 474.23 749.04 473.97 764.36

Capacity Credit [%] 85.60 89.19 84.84 89.32

4.5.9 Summary of Results

Table 4.10 summarizes the input parameter combinations evaluated in each subsection of Section 4.5.

Results show that, under our assumptions, PV-with-battery designs are more profitable than

CSP-with-TES designs, primarily due to their reduced installation cost. We find the current

time-of-delivery prices in the California Independent System Operator market to be insufficient to yield a

positive return on investment in any configuration of solar power plant with storage. We also find that

CSP field solar multiple and hours of thermal energy storage in CSP-with-TES designs maximizing the

benefit-to-cost ratio follow a site- and market-dependent linear relationship as the total project budget

varies. A capacity-based incentive, targeted to greater investment in utility-scale storage systems, can

benefit both CSP-with-TES and PV-with-battery designs, but are still insufficient to yield a positive return

on investment at a price of $150/kWh per year. The hybrid plant configurations we consider, where a PV

field is added to a CSP-with-TES plant, utilize the PV field either for additional capacity or to cover

parasitic loads.
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Table 4.10 Summary of input data combinations evaluated in each subsection of Section 4.5, with a concise
statement of our conclusions.

Section Market Weather Configuration Grid Limit Conclusions

Section 4.5.3
Energy

Market

Rice 2010 Rice 2010 CSP-with-TES 100 MW - The LCOE objective incentivizes storage

in PV-with-battery designs.

- Greater PV penetration increases the value of

storage in the day-ahead market.

Rice 2010 Rice 2010 PV-with-battery 100 MW
Rice 2020 Rice 2020 CSP-with-TES 100 MW
Rice 2020 Rice 2020 PV-with-battery 100 MW

Section 4.5.4
Plant
Location

Rice 2010 Rice 2010 CSP-with-TES 100 MW - Greater solar resource yields smaller optimal

designs under a fixed grid limit.

- Optimizing either LCOE or BCR is equivalent

in a constant-price market.

Rice 2010 Rice 2010 PV-with-battery 100 MW
Rice 2010 N. Chile TMY CSP-with-TES 100 MW
Rice 2010 N. Chile TMY PV-with-battery 100 MW

Section 4.5.5
Project

Budget

Rice 2010 Rice 2010 CSP-with-TES 100 MW - CSP-with-TES designs maximizing benefit-to-cost

ratio have an input-dependent linear relation

between storage and solar field sizes.
Rice 2020 Rice 2020 CSP-with-TES 100 MW
Rice 2010 N. Chile TMY CSP-with-TES 100 MW

Section 4.5.6
Grid Limit

Rice 2020 Rice 2020 PV-with-battery 100 MW - PV capacity grows with the grid limit.

- The best-found design curtails roughly 2% of

annual generation under each grid limit.
Rice 2020 Rice 2020 PV-with-battery 125 MW
Rice 2020 Rice 2020 PV-with-battery 150 MW

Section 4.5.7
Capacity

Payment

Rice 2020 Rice 2020 CSP-with-TES 100 MW - Optimal sizing according to LCOE is not

affected by a capacity payment.

- CSP-with-TES designs benefit more from a

capacity payment than PV-with-battery designs.

Rice 2020 Rice 2020 PV-with-battery 100 MW
$150/kWh Rice 2020 CSP-with-TES 100 MW
$150/kWh Rice 2020 PV-with-battery 100 MW

Section 4.5.8
Hybrid

Designs

Rice 2020 Rice 2020 Hybrid 100 MW - PV generation can add capacity or cover CSP

parasitic loads.

- A battery system does not price favorably under

our assumptions.

$150/kWh Rice 2020 (no battery) 100 MW
Rice 2020 Rice 2020 Hybrid 100 MW
$150/kWh Rice 2020 (with battery) 100 MW

4.6 Conclusions and Future Work

We simulate performance of hybrid solar plants with storage, operated according to the dispatch

solution of a revenue-maximizing mixed integer-linear program, using NREL’s open-source Hybrid

Optimization and Performance Platform Python package, as in Hamilton et al. [94] and Cox et al. [102].

Our contributions include: an exploration of optimal sizing sensitivity with respect to (i) the imposed

energy market, (ii) weather conditions, (iii) grid interconnect limit, (iv) the presence of a capacity-based

incentive, and (v) the design objective. We present trends in optimal plant sizing with respect to several

inputs, and include depictions of the schedule of operations of optimally-sized plants. Results show that,

under multiple scenarios, a PV-with-battery design is more profitable than a CSP-with-TES design, though

the inclusion of a CSP system dramatically increases annual energy production. We also show that both

designs can benefit from the presence of a capacity-based incentive, but that, under our assumptions, the

decreased installation cost of PV-with-battery designs outweighs the additional dispatch flexibility of

CSP-with-TES designs. We demonstrate that cost-efficient CSP-with-TES designs have a roughly linear

relationship between the size of their solar field and the hours of thermal energy storage, and that this

relationship is energy-market and location dependent. Finally, we show in hybrid configurations that a

battery system does not currently price favorably, with the best-found designs setting the battery system

at its lower bound. However, the addition of a PV field to a CSP-with-TES plant can improve both the

benefit-to-cost ratio and levelized cost of energy. Future research efforts might explore the sensitivity of
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plant performance and optimal sizing with respect to additional parameters and assumptions in the plant

evaluation, explore a method for robust plant sizing across a range of market conditions, consider

participation in ancillary service markets, and/or incorporate additional technologies in hybrid

configurations.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

In this dissertation, we develop and solve nonlinear and non-convex optimization problems to support

optimal design and dispatch decisions in solar power plants with storage. The total capacity of solar power

with storage is limited in the US market at the time of this writing, though these plants present a

promising path towards utility-scale renewable energy that can be dispatched according to grid demand.

The methods we present can be used to provide decision support to developers and operators of these

plants, seeking to improve their profitability.

In Chapter 2, we extend CSP dispatch optimization model for real-time decision support, present exact

and inexact modifications to this model to improve tractability, and show that it can be solved to a 3

percent global optimality gap on average in a time suitable for the real-time setting. The formulation we

present considers many operating limitations of the receiver and power cycle systems and incorporates a

temperature-dependent model of power cycle efficiency. This allows the model to account for

temperature-related trade-offs that may occur between receiver and power cycle operations, which are a

central issue for plant operators. The modifications we present improve problem tractability, and

demonstrate the suitability of a nonlinear and non-convex model for decision support in a real-time setting.

Future work in this area might execute a larger study of dispatch instances to develop standard operating

policies for use in the absence of an optimization model, explore weather and market features impacting

plant revenue, or demonstrate the revenue improvement potential of guiding plant operations according to

the solution of this dispatch model.

In Chapter 3, we develop a method for the economic evaluation and optimal sizing of a solar power

plant with storage, and demonstrate that the lifetime benefit-to-cost ratio of these plants can be improved

6 to 19 percent compared to a baseline design without optimization. This approach considers optimal

dispatch under the imposed market and weather conditions at hourly fidelity when evaluating the economic

performance of plant designs. The optimization approach we present improves computational throughput

and provides additional information on general trends across the solution space. The software we develop is

made publicly available and maintained by the National Renewable Energy Laboratory, to allow plant

designers to tailor market and weather scenarios according to their problem of interest. Future work in this

area might examine the sensitivity of optimal plant sizing based on additional cost parameters, analyze

dispatch strategies for different plant configurations and energy markets, and investigate renewable energy

incentive programs.
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In Chapter 4, we execute a larger study of market and weather conditions, operating assumptions, and

renewable energy incentives to show how our approach for plant economic evaluation is sensitive to these

parameters. Results show that under our assumptions, PV-with-battery designs are more profitable than

CSP-with-TES designs, but that the inclusion of a CSP system increases annual energy production. We

find that CSP-with-TES designs maximizing the benefit-to-cost ratio have an input-dependent linear

relationship between the size of their solar field and the hours of thermal energy storage as the project

budget varies. Future work in this area might identify critical values of underlying costs that cause each

technology to dominate with respect to economic performance, develop a method for robust plant sizing

across a range of market conditions, and/or incorporate additional technologies in hybrid configurations.
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[46] Francisco Trespalacios and Ignacioè. Grossmann. Review of mixed-integer nonlinear and generalized
disjunctive programming methods. Chemie Ingenieur Technik, 86(7):991–1012, 2014.

[47] Pietro Belotti, Christian Kirches, Sven Leyffer, Jeff Linderoth, James Luedtke, and Ashutosh
Mahajan. Mixed-integer nonlinear optimization. Acta Numerica, 22:1–131, 2013. ISSN 0962-4929.

[48] N. Kumar, P. Besuner, S. Lefton, D. Agan, and D. Hilleman. Power plant cycling costs. Technical
Report NREL/SR-5500-55433, 1046269, July 2012.

[49] Christos K Simoglou, Pandelis N Biskas, and Anastasios G Bakirtzis. Optimal self-scheduling of a
thermal producer in short-term electricity markets by MILP. IEEE Transactions on Power Systems,
25(4):1965–1977, 2010. ISSN 0885-8950.

[50] AMPL. AMPL Version 12.23.19. AMPL Optimization LLC, 2019.

[51] LLC Gurobi Optimization. Gurobi optimizer reference manual, 2021. URL http://www.gurobi.com.

[52] NREL. System Advisor Model Simulation Core. https://github.com/NREL/ssc, 2021.
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APPENDIX A

COMPLETE FORMULATION

We provide here the complete problem formulation (R), the balance of which does not appear in §2.3

and mimics, to a large extent, the model given in Wagner et al. [12], which is linear, reflecting the

assumption that there is no differentiation between the hot and cold sides of the thermal energy storage

component of our concentrated solar power tower system. We highlight any additions and modifications to

the Wagner et al. [12] formulation in dark blue and light blue, respectively, while the constructs we retain

from that formulation remain in black font. We first define the outstanding notation:

Table A.1 Real-time dispatch model, (R), remaining notation.

Time-indexed Parameters Units

∆e
t Cumulative time elapsed at the end of period t;

i.e., ∆e
t =

∑t
t
′
=1

∆t
′ h

W u+

t Maximum power production when starting

generation in period t kWe/h

W u−
t Maximum power production in period t

when stopping generation in period t+ 1 kWe/h

Power Cycle Parameters Units

Ẇ δ+ Power cycle ramp-up designed limit kWe/h

Ẇ δ− Power cycle ramp-down designed limit kWe/h

Y d Minimum required power cycle down-time h

Y u Minimum required power cycle up-time h

Time-indexed Binary Decision Variables

ycge
t 1 if cycle stops electric power generation at period

t ∈ T ; 0 otherwise
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Real-time Dispatch Model Objective Function

(R) maximize
∑
t∈T

[
Dt∆tPt (ẇs

t − ẇp
t )

− 1

Dt

[ (
Ccsuycsup

t + Cchspychsp
t + αycsdp

t

)
+
(
CδW(ẇδ

+

t + ẇδ
−
t ) + CvW(ẇv+

t + ẇv−
t )
)

+
(
Crsuyrsup

t + Crhspyrhsp
t + α(yrsb

t + yrsdp
t )

)
+ ∆t

(
Ccẇt + Ccsbycsb

t + Crxr
t

) ]]
+P̂ ηdŝ (2.1)

Receiver Start-up, See §A.1

drsu
t ≤ drsu

t−1 + ∆tf
rsu
t ∀ t ∈ T (2.2a)

drsu
t ≤ Drsuyrsu

t ∀ t ∈ T (2.2b)

Drsuyrt ≤ drsu
t +Drsu

(
yr
t−1 + yrsb

t−1

)
∀ t ∈ T (2.2c)

ursu
t ≤ ursu

t−1 + ∆t min
{
Qin
t f

rsu
t , Qru

}
∀ t ∈ T (2.2d)

ursu
t ≤ Ersuyrsu

t ∀ t ∈ T (2.2e)

Ersuyrt ≤ ursu
t + Ersu

(
yr
t−1 + yrsb

t−1

)
∀ t ∈ T (2.2f)

f rsu
t ≤ yrsu

t ∀ t ∈ T (2.2g)

f rsu
t ≥ yrsu

t − yr
t ∀ t ∈ T (2.2h)

Receiver Collection Energy Balance, See §A.2

xr
t ≤ Qin

t min
{

1− f rsu
t , yr

t , 1− f rsd
t

}
∀ t ∈ T (2.3a)

xr
t ≥ Qrl

(
yr
t − f rsu

t − f rsd
t

)
∀ t ∈ T (2.3b)

Receiver Shutdown, See §A.3

drsd
t ≤ drsd

t−1 + ∆tf
rsd
t ∀ t ∈ T (2.4a)

drsd
t ≤ Drsdyrsd

t ∀ t ∈ T (2.4b)

Drsdyrsd
t ≥ Drsdyrsd

t−1 − drsd
t−1 ∀ t ∈ T (2.4c)

ursd
t ≤ ursd

t−1 + ∆tQ
in
t f

rsd
t ∀ t ∈ T (2.4d)

ursd
t ≤ Ersdyrsd

t ∀ t ∈ T (2.4e)

Ersdyrsd
t ≥ Ersdyrsd

t−1 − ursd
t−1 ∀ t ∈ T (2.4f)

f rsd
t ≤ yrsd

t ∀ t ∈ T (2.4g)

f rsd
t ≥ yrsd

t − yrt ∀ t ∈ T (2.4h)
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Receiver Mass Flow Rate, See §A.4

ṁrcs
t + ṁrhs

t ≤ Ṁ r min
{

1, yrsu
t + yr

t + yrsb
t

}
∀ t ∈ T N (2.5a)

ṁrcs
t + ṁrhs

t ≥ Ṁ r max
{
f rsu
t , yr

t − f rsd
t + yrsb

t

}
∀ t ∈ T N (2.5b)

ṁrcs
t ≤ Ṁ r

(
f rsu
t + yrsb

t

)
∀ t ∈ T N (2.5c)

ṁrhs
t ≤ Ṁ ryr

t ∀ t ∈ T N (2.5d)

Receiver Outlet Temperature, See §A.5

trout
t ≤ T rout min

{
1, yrsu

t + yr
t + yrsb

t

}
∀ t ∈ T N (2.6a)

trout
t ≥ T cs max

{
yrsu
t , yr

t + yrsb
t

}
∀ t ∈ T N (2.6b)

Receiver Power Balance, See §A.6

xr
t −Qrsbyrsb

t = Cp
(
ṁrcs
t + ṁrhs

t

) (
trout
t − tcs

t

)
∀ t ∈ T N (2.7a)

xr
t ≤ FtCp

(
ṁrcs
t + ṁrhs

t

) (
T rout − tcs

t

)
∀ t ∈ T N (2.7b)

Receiver Penalties, See §A.7

yrsup
t ≥ yrsu

t − yrsu
t−1 ∀ t ∈ T (A.1a)

yrhsp
t ≥ yr

t −
(

1− yrsb
t−1

)
∀ t ∈ T (A.1b)

yrsdp
t ≥ yrsd

t−1 − yrsd
t ∀ t ∈ T (A.1c)

Logic Associated with Receiver Modes, See §A.8

yrsu
t + yrsd

t ≤ 1 ∀ t ∈ T : Qin
t > 0 (A.2a)

yrsu
t + yrsd

t ≤ 0 ∀ t ∈ T : Qin
t = 0 (A.2b)

yrsu
t + yr

t−1 ≤ 1 ∀ t ∈ T (A.2c)

yrsu
t + yrsb

t−1 ≤ 1 ∀ t ∈ T (A.2d)

yrsu
t + yrsb

t + yrsd
t ≤ 1 ∀ t ∈ T (A.2e)

Qrlyr
t ≤ Qin

t ∀ t ∈ T (A.2f)

yr
t + yrsb

t ≤ 1 ∀ t ∈ T (A.2g)

yrsb
t ≤ yr

t−1 + yrsb
t−1 ∀ t ∈ T (A.2h)

yrsd
t ≥ (yr

t − yr
t+1) + (yrsb

t − yrsb
t+1) ∀ t ∈ T : t < |T | (A.2i)

yr
t + yrsd

t−1 ≤ 1 ∀ t ∈ T (A.2j)

Initial and Transition Energy, See §A.9

s0 = Cp(mhs
t −Mhs)(ths

t − T cs), t = |T N| (2.8a)

ŝ = γt+1st, t = |T | (2.8b)
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Mass Balance, See §A.10

mcs
t = mcs

t−1 + ∆t

(
ṁc
t − ṁrhs

t

)
∀ t ∈ T N (2.9a)

mhs
t = mhs

t−1 + ∆t

(
ṁrhs
t − ṁc

t

)
∀ t ∈ T N (2.9b)

Energy Balance, See §A.11

mcs
t t

cs
t = mcs

t−1t
cs
t−1 + ∆t

[(
ṁc
tt

cout
t + ṁrcs

t trout
t

)
−
(
ṁrcs
t + ṁrhs

t

)
tcs
t

]
∀ t ∈ T N (2.10a)

mhs
t ths

t = mhs
t−1t

hs
t−1 + ∆t

(
ṁrhs
t trout

t − ṁc
tt

hs
t

)
∀ t ∈ T N (2.10b)

st = st−1 + ∆t

[
xr
t −

(
Qcycsu

t + xt +Qrsbyrsb
t

)]
∀ t ∈ T L (A.3)

Power Cycle Start-up, See §A.12

ucsu
t ≤ ucsu

t−1 + ∆tQ
cycsu
t + (Ec − Ew) ycsb

t−1 ∀ t ∈ T (2.11a)

ucsu
t ≥ ucsu

t−1 + ∆tQ
cycsu
t − Ecycgb

t ∀ t ∈ T (2.11b)

ucsu
t ≤ Ecycsu

t ∀ t ∈ T (2.11c)

Ecyt ≤ ucsu
t + Ecyt−1 ∀ t ∈ T (2.11d)

Qcycsu
t ≤ Cpṁc

t

(
ths
t − tcout

t

)
+Qu(1− ycsu

t ) ∀ t ∈ T N (2.11e)

Qcycsu
t ≥ Cpṁc

t

(
ths
t − tcout

t

)
−Qu(1− ycsu

t ) ∀ t ∈ T N (2.11f)

Power Cycle Thermal Input, See §A.13

xt ≤ Quyt ∀ t ∈ T L (2.12a)

xt ≤ Qu −Ku
(
T d − ths

t′

)
∀ t ∈ T L, t′ = |T N| (2.12b)

xt ≥ Qlyt −K l
(
T d − ths

t′

)
∀ t ∈ T L, t′ = |T N| (2.12c)

ths
t − tcout

t ≥
(
αb + αTths

t + αmṁc
t

)
−∆T c(1− yt) ∀ t ∈ T N (2.12d)

ths
t − tcout

t ≤
(
αb + αTths

t + αmṁc
t

)
+ ∆T c(1− yt) ∀ t ∈ T N (2.12e)

Power Cycle Mass Flow Rate, See §A.14

ṁc
t ≤ Ṁc(ycsu

t + yt) ∀ t ∈ T N (2.13a)

ṁc
t ≥ Ṁcyt ∀ t ∈ T N (2.13b)

Power Cycle Outlet Temperature, See §A.15

tcout
t ≤ T cs (yt + ycsu

t ) ∀ t ∈ T N (2.14a)

tcout
t ≥ T cs (yt + ycsu

t ) ∀ t ∈ T N (2.14b)
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Power Cycle Electric Output, See §A.16

ẇt =
ηamb
t

ηd

[
ηpxt + (Ẇ u − ηpQu)yt

]
∀ t ∈ T L (2.15a)

ẇt ≤
ηamb
t

ηd

[
βb + βTths

t + βmṁc
t + βmTṁc

tt
hs
t + Ẇ u(1− yt)

]
∀ t ∈ T N (2.15b)

ẇt ≥
ηamb
t

ηd

[
βb + βTths

t + βmṁc
t + βmTṁc

tt
hs
t − Ẇ u(1− yt)

]
∀ t ∈ T N (2.15c)

ẇt ≤ Ẇ u η
amb
t

ηd
yt ∀ t ∈ T (2.15d)

ẇt ≥ Ẇ l η
amb
t

ηd
yt ∀ t ∈ T (2.15e)

Power Cycle Ramping, See §A.17

ẇδ
+

t ≥ ẇt − ẇt−1 ∀ t ∈ T (A.4a)

ẇδ
−
t ≥ ẇt−1 − ẇt ∀ t ∈ T (A.4b)

ẇδ
+

t − ẇv+

t ≤ ∆t

[
Ẇ δ+ +

(
ηamb
t

ηd
W u+

t − Ẇ δ+
)
ycgb
t

]
∀ t ∈ T (A.4c)

ẇδ
−
t − ẇv−

t ≤ ∆t

[
Ẇ δ− +

(
ηamb
t

ηd
W u−
t − Ẇ δ−

)
ycge
t

]
∀ t ∈ T (A.4d)

Power Cycle Minimum Up-time and Down-time, See §A.18

ycgb
t − ycge

t = yt − yt−1 ∀ t ∈ T (A.5a)∑
t′∈T :0≤∆e

t−∆e
t′≤Y

u

ycgb
t ≤ yt ∀ t ∈ T , ∆e

t > (Y u − Y u
0 )y0 (A.5b)

∑
t′∈T :0≤∆e

t−∆e
t′≤Y

d

ycge
t ≤ 1− yt ∀ t ∈ T , ∆e

t > (Y d − Y d
0 )(1− y0) (A.5c)

yt = y0 ∀ t ∈ T , ∆e
t ≤ max

{
(Y u − Y u

0 )y0, (Y
d − Y d

0 )(1− y0)
}

(A.5d)

Power Cycle Penalties, See §A.19

ycsup
t ≥ ycsu

t − (ycsu
t−1 + ycsb

t−1) ∀ t ∈ T (A.6a)

ychsp
t ≥ ycsu

t − (ycsu
t−1 + 1− ycsb

t−1) ∀ t ∈ T (A.6b)

ycsdp
t ≥ (ycsu

t−1 + yt−1 + ycsb
t−1)− (ycsu

t + yt + ycsb
t ) ∀ t ∈ T (A.6c)

Logic Associated with Power Cycle Modes, See §A.20

ycsu
t + yt + ycsb

t ≤ 1 ∀ t ∈ T (A.7a)

ycsu
t + yt−1 ≤ 1 ∀ t ∈ T (A.7b)

ycsb
t ≤ yt−1 + ycsb

t−1 ∀ t ∈ T (A.7c)
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Power Cycle Operation Restriction, See §A.21

yt + ycsu
t + ycsb

t = 1 ∀ t ∈ T (A.8)

Electric Power Sold and Purchased, See §A.22

ẇs
t − ẇp

t = (1− Lcon
t )ẇt −

[
pr
t +

Ehs

∆t
(yrsu
t + 2yrhsp

t + yrsdp
t )

+W hco +W htr(yrsu
t + yr

t + yrsb
t )

+W htpyr
t +W htf(1− yr

t) + pc
t + pfw

t

+W b(ycsu
t + ycsb

t ) +W c(1− yt)
]
∀ t ∈ T (2.16a)

ẇs
t ≤ min{W net

t yt, ẇt} ∀ t ∈ T (2.16b)

ẇp
t ≤ Ẇ

p(1− yt) ∀ t ∈ T (2.16c)

Additionally, we require:

drsu
t , drsd

t , f rsu
t , f rsd

t , pr
t, p

c
t , p

fw
t , u

csu
t , ursu

t , ursd
t ≥ 0 ∀ t ∈ T (A.9a)

ẇt, ẇ
δ+

t , ẇδ
−
t , ẇs

t , ẇ
p
t , x

r
t ≥ 0 ∀ t ∈ T (A.9b)

0 ≤ ẇv+

t ≤ Ẇ v+

∀ t ∈ T (A.9c)

0 ≤ ẇv−
t ≤ Ẇ v− ∀ t ∈ T (A.9d)

0 ≤ st ≤ Eu ∀ t ∈ T L (A.9e)

xt ≥ 0 ∀ t ∈ T L (A.9f)

ṁc
t , ṁ

rcs
t , ṁrhs

t ,tcout
t ,trout

t ≥ 0 ∀ t ∈ T N (A.9g)

Mcs ≤ mcs
t ≤Mcs ∀ t ∈ T N (A.9h)

Mhs ≤ mhs
t ≤Mhs ∀ t ∈ T N (A.9i)

T cs ≤ tcs
t ≤ T cs ∀ t ∈ T N (A.9j)

T hs ≤ ths
t ≤ T hs ∀ t ∈ T N (A.9k)

yt, y
cge
t , ychsp

t , ycsb
t , ycsdp

t , ycsu
t , ycsup

t , ycgb
t ∈ {0, 1} ∀ t ∈ T (A.9l)

yrt , y
rhsp
t , yrsb

t , yrsd
t , yrsdp

t , yrsu
t , yrsup

t ∈ {0, 1} ∀ t ∈ T (A.9m)

We maximize plant revenue given as profit from the sale of electricity to the utility grid less the cost of

purchases from the grid and estimates of operations and maintenance due to dispatch decisions throughout the time

horizon in question.

A.1 Receiver Start-up

Constraints (2.2a)-(2.2c) require a start-up time “inventory” be fulfilled, in addition to the start-up energy

“inventory” in constraints (2.2d)-(2.2f). The Drsu parameter defining the time to complete receiver start-up could

be set by a plant operator depending on how well the receiver was last drained. We employ a common continuous

decision variable in both requirements which represents the fraction of the current period used for the start-up

process. This variable is controlled by the start-up and operation binary variables in constraints (2.2g)-(2.2h). The
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remaining fraction of the last period of start-up may be used for collection.

A.2 Receiver Collection Energy Balance

The parameter Qin
t provides an upper bound on the amount of thermal power the receiver can collect in each

period, which is reduced by the fraction of the current period used for receiver start-up or shutdown in constraint

(2.3a). The receiver operating binary forces the power collected to zero for periods in which the receiver is not

operating. Receiver power collection must be greater than its non-zero lower bound Qrl during periods in which it is

operating, but we relax this lower bound by the fraction of the period used for receiver start-up or shutdown in

constraint (2.3b).

A.3 Receiver Shutdown

Similar to the receiver start-up process, a receiver shutdown process consists of draining the receiver tubing while

thermal energy is applied to the receiver by the heliostat field. We use an analogous formulation of this process

having both a time “inventory” in constraints (2.4a)-(2.4c) and an energy “inventory” in constraints (2.4d)-(2.4f).

We employ a common continuous decision variable in both requirements which represents the fraction of the current

period used for the shutdown process. This variable is controlled by the shutdown and operation binary variables in

constraints (2.4g)-(2.4h). The remaining fraction of the first period of shutdown may be used for collection.

A.4 Receiver Mass Flow Rate

Constraint (2.5a) enforces an upper bound on the total mass flow rate through the receiver, while constraint

(2.5b) provides the lower bound, depending on the current operating mode. Constraint (2.5c) allows mass flow

through the receiver to be directed (back) to cold storage only while the receiver is in start-up or standby modes.

Constraint (2.5d) allows mass flow through the receiver to be directed to hot storage only when the receiver is in

collection mode. We add constraints (2.5c) and (2.5d) to represent the plant’s usual operating procedure, which

could be relaxed for cases in which the plant has greater flexibility with respect to receiver operations.

A.5 Receiver Outlet Temperature

Constraint (2.6a) allows the receiver outlet temperature to be non-zero only during periods when the receiver is

in start-up, collection, or standby modes. Constraint (2.6b) enforces a lower bound on this temperature under the

same operating modes.

A.6 Receiver Power Balance

Constraint (2.7a) relates the thermal power collected (or consumed to maintain standby) at the receiver to the

corresponding temperature change in the mass flow of HTF through the receiver. Constraint (2.7b) ensures that the

mass flow rate through the receiver is sufficient to preclude the receiver outlet temperature from exceeding its upper

bound under “clear-sky” conditions. The combination of (2.7a) and (2.7b) guarantee that the receiver never exceeds

its maximum outlet temperature, and enforce a reduction in outlet temperature when the “clear-sky” fraction

parameter Ft is less than 1.
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A.7 Receiver Penalties

Constraints (A.1a)-(A.1c) enforce objective penalties for receiver start-up, hot start-up, and shutdown,

respectively. These penalties are used to impose estimates of maintenance costs due to these operating decisions in

the objective.

A.8 Receiver Logic

Constraints (A.2a) and (A.2b) require that there be non-zero solar resource for the receiver to be in one of the

start-up or shutdown modes. Start-up is precluded if the receiver was in the collection or standby modes in the

previous period by constraints (A.2c) and (A.2d). Further, constraint (A.2e) applies a packing constraint to

preclude the receiver being in more than one of the start-up, standby, or shutdown modes in the same time period.

Constraint (A.2f) enforces a lower bound on the available solar resource during periods in which the receiver is in

collection mode. Constraint (A.2g) prevents the receiver from simultaneously being in collection and standby

modes, though we do allow the receiver to be in start-up or shutdown modes for a portion of a period (relaxed for

start-up in constraint (2.2h) or shutdown in constraint (2.4h)) and in collection mode for the remainder of the

period. Constraint (A.2i) requires the receiver to enter the shutdown mode when exiting the collection or standby

modes, and constraint (A.2j) forces the receiver out of collection mode after entering shutdown. These constraints

allow the receiver to be collecting and in shutdown for a single period and solely in the shutdown mode in

subsequent periods, until the shutdown process has completed.

A.9 Thermal Energy Storage

The initial usable thermal energy in storage is calculated from the mass in and bulk temperature of the hot

storage tank as in (2.8a), which uses the initial condition parameters of these values for cases in which the first

period of the problem horizon subscribes to the linear formulation. The end-of-problem incentive uses the final

value of st (as in (2.8b)) for cases in which the last period of the problem is modeled with the linear formulation, or

an analogous calculation to (2.8a) when the final period uses the nonlinear formulation. We then discount this level

of thermal energy via the same exponentially diminishing factor that appears in the objective.

A.10 Mass Balance

Constraints (2.9a) and (2.9b) account for the mass of HTF entering and leaving the cold and hot storage tanks,

respectively. The mass flow rate of HTF to the receiver directed to the cold tank does not appear in constraint

(2.9a), because we model this mass as both leaving and returning to the cold storage tank in the same time period.

A.11 Energy Balance

Constraints (2.10a) and (2.10b) enforce energy balance on the cold and hot storage tanks, respectively. Similar

to the way in which the previous constraints apply mass balance on the tanks, these energy balance constraints

control the bulk temperature of each storage tank.
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Constraint (A.3) accounts for contributions to the usable thermal energy in storage collected at the receiver,

and reductions from usable thermal energy to complete power cycle start-up, produce electricity, or maintain the

receiver in standby. Constraint (A.3) is sufficient to model thermal energy storage during periods using the linear

formulation. We do not separate hot and cold storage in this representation, nor is there a representation of the

temperature of the HTF holding this energy. The efficiency at which this thermal energy is converted to electrical

energy is dependent on this temperature, is commonly referred to as the “quality” of the energy, and is a primary

consideration in plant operations.

A.12 Power Cycle Start-up

Power cycle start-up enforced by constraints (2.11a)-(2.11d) is analogous to receiver start-up, but we only insist

on an energy “inventory” requirement to complete power cycle start-up, because this process is not dependent on

the variable output of the heliostat field. Constraint (2.11a) includes an energy incentive if the power cycle was in

the standby mode prior to start-up. This incentive allows the power cycle to start up more quickly for cases in

which it was previously in standby mode, and is formulated similarly to warm-start constraints in the unit

commitment literature [49]. Constraint (2.11b) enforces a lower bound on the cycle start-up energy “inventory” to

prevent prolonging power cycle start-up, which could allow the model to ferry HTF from the hot tank back to the

cold tank, and is not an operation mode we consider. For time periods in which we employ the nonlinear

formulation, we further impose power balance constraints (2.11e) and (2.11f) to model the temperature drop of the

HTF across the power cycle during start-up.

A.13 Power Cycle Thermal Input

Constraints (2.12a)-(2.12c) control the thermal input to the power cycle in periods using the linear formulation.

Constraints (2.12b) and (2.12c) reduce the upper and lower bounds, respectively, on thermal input to the power

cycle based on a linear function of the bulk temperature of the hot storage tank. These reductions reflect bounds on

the mass flow rate input to the power cycle (physically imposed by system pumping limits), and assume a constant

hot storage tank bulk temperature over all periods using the linear formulation. Constraints (2.12d)-(2.12e) control

the thermal input to the power cycle in periods using the nonlinear formulation. We fit the coefficients used in these

constraints to the off-design steam Rankine performance model developed in Hamilton et al. [26], which provides a

close fit to the more detailed model and is sufficient for our purposes.

A.14 Power Cycle Mass Flow Rate

The mass flow rate input to the power cycle is controlled by constraints (2.13a) and (2.13b), which is forced to

zero in periods when the power cycle is not in start-up or production mode. Constraint (2.13b) imposes a non-zero

lower bound on this mass flow rate during periods of energy production, which is relaxed in periods when the power

cycle is in start-up mode.
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A.15 Power Cycle Outlet Temperature

Constraints (2.14a)-(2.14b) control the temperature of HTF at the outlet of the power cycle, forcing it to zero in

periods when the power cycle is not either in start-up or production modes, and imposing a non-zero lower bound

under either of these operating modes.

A.16 Power Cycle Electric Output

Constraints (2.15a), (2.15d), and (2.15e) are sufficient to control the production of electric power in periods

using the linear formulation. Constraint (2.15a) enforces a linear model of power cycle efficiency with respect to the

level of thermal input. Constraints (2.15d) and (2.15e) enforce non-zero upper and lower bounds, respectively, on

power cycle output during periods in which the power cycle is in generation mode. We replace (2.15a) with (2.15b)

and (2.15c) in periods during which we employ the nonlinear formulation, which enforces a nonlinear model of

power cycle efficiency incorporating both mass flow rate and temperature inputs, as well as the level of thermal

energy input. This nonlinear efficiency model is consistent with the linear model in (2.15a) at the design point, but

imposes reduced efficiency at lower input temperatures. We fit the coefficients in these constraints to the model

developed in Hamilton et al. [26]. We find that a linear regression on this model is not sufficient to capture

off-design performance and that the bilinear term in (2.15b) and (2.15c) is needed to accurately represent the

temperature dependence of the power cycle.

A.17 Power Cycle Ramping

Constraints (A.4a) and (A.4b) enforce the definition of the positive and negative electric output ramping

variables. Constraints (A.4c) and (A.4d) enforce upper bounds on the power cycle output ramping variables, which

are reduced if production is started or ended in the current period. These bounds are elasticized by the ramping

violation variables ẇv−
t and ẇv+

t , which have greater objective penalties than the ramping variables.

A.18 Power Cycle Up and Down Times

We adopt a formulation of minimum up-time and down-time requirements on the power cycle developed in the

unit commitment literature [118, 119], to enforce minimum duration for the power cycle to be in (or out of)

generation mode. Constraint (A.5a) relates the operating binary to the start and end generation binaries.

Constraint (A.5b) enforces minimum up-time by forcing the operating binary to 1 until the sliding window defined

by the minimum up-time parameter no longer contains a non-zero value of the begin-production binary variable.

Constraint (A.5c) similarly enforces the minimum down-time. Constraint (A.5d) serves as an initial condition for

either minimum up-time or down-time depending on the value of the operating binary initial condition y0. This

formulation allows the integrality of the indicator binary variable ycgb
t and ycge

t to be relaxed to be continuous

between 0 and 1.
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A.19 Power Cycle Penalties

Constraints (A.6a)-(A.6c) enforce objective penalties for power cycle start-up, hot start-up, and shut down,

respectively. These penalty variables are used to enforce estimated maintenance costs in the objective.

A.20 Logic Associated with Power Cycle Modes

Constraints (A.7a)-(A.7c) enforce binary logic on power cycle operations. Constraint (A.7a) requires that the

power cycle be in at most one of its operating modes in a single time period. Constraint (A.7b) precludes the cycle

being in start-up mode in periods after it was in production mode. Constraint (A.7c) requires that the power cycle

be in either production or standby modes in the previous period if it is in standby mode in the current period.

A.21 Power Cycle Operation Restriction

Due to our problem horizon, we expect the power cycle to complete only one or two start-ups, returning to

standby operation when not generating power. However, solutions to the dispatch model (R) typically include

shutting down the power cycle at the end of the horizon. This contributes to an end-of-horizon effect, because the

time required to restart the power cycle after a completed shutdown would be detrimental to plant revenue on the

subsequent day. We mitigate this effect by requiring the power cycle to operate either in start-up, generation, or

standby modes for the entire problem horizon (see constraint (A.8)). The decision to shut down the power cycle

could be made by this formulation, but requires an appropriate end-of-horizon incentive.

A.22 Grid Operations

Constraint (2.16a) accounts for electric production and plant parasitic loads. The electric output of the power

cycle is reduced by a multiplicative factor representing the power required to operate the steam condenser portion

of the power cycle, which is dependent on ambient temperature and varies with respect to the current time period.

Other parasitic loads are then subtracted from this net electric output, including HTF and feedwater pumping

power, heliostat and heat trace parasitic load, and the power needed to run auxiliary boilers and heat tracing

according to the current power cycle operating state. Constraints (2.16b) and (2.16c) provide upper bounds for the

electric power sold and purchased, respectively. Changes to the heliostat tracking fraction incur the electric energy

load Ehs, which is time-averaged over the duration of the current time period. We include linear models of pumping

parasitic loads, which depend on receiver and power cycle thermal input, using the linear formulation. Periods using

the nonlinear formulation include piece-wise linear models of pumping parasitic loads, and depend on the mass flow

rate input to the receiver or power cycle fit to plant operational data.
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APPENDIX B

PHASED-SOLUTION HEURISTIC

We take advantage of the hybrid nature of our formulation by developing a method to quickly obtain a

near-optimal solution, which could be used to warm-start the nonlinear solver. Our approach (R), depicted in

Figure B.1, consists of solving three separate problems and reduces the time required to find an initial feasible

solution in all cases, and improves the relative optimality gap in some instances; correspondingly, this method may

obtain solutions of similar or higher quality faster than solving (R′) directly. The non-convex mixed-integer,

quadratically-constrained solver we employ uses spatial branch-and-bound, in which approximate linear

sub-problems are solved at each node in a tree and the approximation error on the bilinear terms is used to develop

new sub-problems. In this approach, the solver might branch on an integer infeasibility or on a bilinear infeasibility.

We attempt to separate all binary variables into a Phase 1 problem using the linear formulation (L), and all bilinear

terms into a Phase 2 problem with fixed binary variables (R̂), thereby reducing the maximum possible size of the

branch-and-bound tree in each problem. This heuristic is applied in addition to all other problem modifications

described in Sections 2.4.1 and 2.4.3, as summarized in Figure B.2. We denote the Phase 2 problem, which includes

restrictions on (R′) as (R̂).

Linear Formulation (L)
Add constraints (B.1a)-(B.1c) to preserve feasibility of
the Phase 2 problem.

Phase 1

Restricted Nonlinear Formulation (R̂)
Fix binary variables to the values given by the Phase 1 so-
lution.

Phase 2

Nonlinear Formulation (R′)
Remove added constraints (B.1a)-(B.1c), unfix all vari-
ables, and warm-start the solve with the solution pro-
vided by Phase 2.

Phase 3

Figure B.1 Diagram of a heuristic approach (R) to solve Real-time Dispatch Optimization Model (R)

Phase 1

The goal of this phase is to quickly determine good values for the binary variables in the Phase 2 problem. We

begin by solving the problem using only the linear formulation (L). We add the following constraints to (L), which,
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Cuts (2.18a)-(2.18d) improve the simple bounds on variables contained in bilinear terms.

Exact Modifications

• Discretize values of ṁc
t : add binary decision variables to restrict ṁc

t to a small number of discrete
values.

• Formulate as a hybrid nonlinear-linear model: enforce constraints containing bi-linear terms only
in a portion of the problem horizon.

Inexact Modifications

• Phase 1: solve the linear formulation (L), with added constraints (B.1a)-(B.1c) to preserve
feasibility, to determine values for the binary decision variables.

• Phase 2: apply quadratic constraints, but fix binary decision variables to values found in Phase
1 (formulation (R̂)).

• Phase 3: remove added constraints, unfix all variables, and warm-start the solver with the
solution found in Phase 2 (formulation (R′)).

Phased Solution Heuristic

Figure B.2 Summary of Solution Techniques Applied to the Real-time Dispatch Optimization Model

in our testing, ensures the Phase 1 solution is feasible for the Phase 2 problem. Constraint (B.1a) requires the

clear-sky fraction parameter, Ft, to be greater than a lower bound, F , to allow the receiver to be in collection mode.

Constraints (B.1b) and (B.1c) enforces a non-zero lower bound and reduced upper bound on the usable thermal

energy in storage, respectively.

Table B.1 Real-time dispatch model, heuristic notation.

Parameters Units

F Lower bound on solar resource fraction, in periods that the receiver

is collecting thermal power -

s Lower bound on the usable thermal energy in storage kWht

s Upper bound on the usable thermal energy in storage kWht

Phase 1 Problem Restrictions

Fyr
t ≤ Ft ∀ t ∈ T L (B.1a)

st ≥ s ∀ t ∈ T L (B.1b)

st ≤ s ∀ t ∈ T L (B.1c)
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Phase 2

The goal of this phase is to quickly determine a near-optimal solution to the Phase 3 problem. We update indexing

sets to impose the use of the nonlinear formulation in the first 24 hours of the problem horizon, with the remainder

using the linear formulation (Figure 2.5). Binary variables in the nonlinear portion of the problem, t ∈ T N , are

fixed to the values given by the Phase 1 solution. We use values of the thermal input to the power cycle, xt, to fix

the binary discretization variables, θit, which are not present in the Phase 1 problem, but retain some of these

binaries in the Phase 2 problem to preserve feasibility. Specifically, if the xt variable is at its upper bound for the

three periods t ∈ {t− 1, t, t+ 1} then we fix θit = 1 ∀ i ∈ I, for the center period t. This is a heuristic approach

since it enforces some periods of maximum cycle output while not fixing how the cycle should ramp to maximum

output. We denote this problem as (R̂), which is a restriction of (R′), having most binary variables fixed.

Phase 3

We remove all additional constraints (B.1a)-(B.1c), unfix all decision variables, (returning the problem to (R′)) and

warm-start the solver with the solution to the Phase 2 problem. The goal of this phase is to tighten the global

optimality gap. In practice, solving the Phase 2 problem takes only seconds, while solving the Phase 3 problem can

require minutes to hours. In some instances, using the Phase 2 solution to warm-start the solver does not improve

the overall solve time.
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APPENDIX C

PHASED-SOLUTION HEURISTIC SOLVE TIMES

Tables C.1 and C.2 displays solve times on the 42 instances described in Section 2.5.2 using (R). We do not

report solve times from Phase 1 problems, as they are uniformly around 1 second. Solving the Phase 2 problem (R̂)

to a small gap is significantly more tractable than solving the Phase 3 (R′) problem. However, several instances

have significant differences between the best Phase 2 and best Phase 3 objective values. This is due to restrictions

imposed by our heuristic in Phase 2, which excise the optimal solution. The results in Table2 C.1 and C.2 exhibit

slightly faster solve times and/or gaps, and show minor improvements in 30 of 42 of these problem instances.

Table C.1 Real-Time Dispatch Heuristic Approach, (R), Timing Study Results for the PPA price signal.
‡90-second time limit reached in Phase 2; †300-second time limit reached; objective value is reported in
thousands of dollars.

Phase 2 Phase 3
PPA Time Obj Gap to Phase 3 Time Obj Gap
Price Baseline Initial

Clark 1 3 s 171.4 3.09 % 60 s 176.8 0.89 %
Clark 2 ‡ 131.5 13.27 % † 151.6 4.82 %
Clark 3 2 s 184.7 0.05 % † 184.8 5.20 %
Clark 4 8 s 193.2 0.09 % † 193.4 1.68 %
Clark 5 4 s 167.1 4.40 % † 174.8 4.67 %
Clark 6 3 s 174.1 0.68 % † 175.3 1.59 %
Clark 7 2 s 154.5 8.93 % † 169.7 3.04 %

Cycle On Full Tank
Clark 1 5 s 222.8 0.21 % 55 s 223.3 0.07 %
Clark 2 27 s 206.3 0.40 % 75 s 207.1 0.37 %
Clark 3 23 s 254.1 0.68 % 29 s 255.8 0.00 %
Clark 4 22 s 238.4 0.36 % 30 s 239.2 0.16 %
Clark 5 ‡ 236.0 0.00 % † 236.0 0.86 %
Clark 6 5 s 221.8 0.46 % 41 s 222.9 0.03 %
Clark 7 25 s 222.8 0.53 % 75 s 224.0 0.31 %

Low Temp Tank
Clark 1 7 s 155.5 0.00 % † 155.5 1.05 %
Clark 2 11 s 126.3 3.94 % † 131.5 3.96 %
Clark 3 21 s 169.2 0.00 % † 169.2 2.20 %
Clark 4 ‡ 172.6 0.00 % † 172.6 1.51 %
Clark 5 35 s 153.6 0.00 % † 153.6 5.13 %
Clark 6 1 s 154.6 0.00 % † 154.6 1.38 %
Clark 7 3 s 143.5 3.53 % † 148.7 2.97 %

In theory, we could execute both the heuristic approach (R) and a direct solve of the modified problem (R′) in

parallel. Table C.3 shows the best results. Rows are bolded for cases in which the heuristic approach (R) achieves

the better objective.
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Table C.2 Real-Time Dispatch Heuristic Approach, (R), Timing Study Results for the CAISO price signal.
‡90-second time limit reached in Phase 2; †300-second time limit reached; objective value is reported in
thousands of dollars.

Phase 2 Phase 3
CAISO Time Obj Gap to Phase 3 Time Obj Gap
Price Baseline Initial

Clark 1 ‡ 222.6 0.32 % † 223.3 2.46 %
Clark 2 ‡ - - † 189.5 10.86 %
Clark 3 ‡ 231.5 0.00 % † 231.5 3.53 %
Clark 4 14 s 238.6 1.64 % 57 s 242.6 0.20 %
Clark 5 ‡ 214.0 0.00 % † 214.0 5.21 %
Clark 6 44 s 223.8 0.22 % † 224.3 1.43 %
Clark 7 ‡ 198.7 1.86 % † 202.5 9.41 %

Cycle On Full Tank
Clark 1 10 s 252.1 0.52 % 280 s 253.4 0.99 %
Clark 2 ‡ 231.8 0.03 % † 231.8 3.57 %
Clark 3 ‡ 269.9 0.26 % † 270.6 2.29 %
Clark 4 16 s 267.0 1.04 % 57 s 269.8 0.34 %
Clark 5 ‡ 250.6 0.94 % † 252.9 3.04 %
Clark 6 10 s 252.4 0.41 % 70 s 253.4 0.58 %
Clark 7 ‡ - - † 244.6 4.12 %

Low Temp Tank
Clark 1 ‡ 204.2 2.06 % † 208.5 3.64 %
Clark 2 ‡ - - † 171.0 11.32 %
Clark 3 ‡ 211.4 0.91 % † 213.3 4.68 %
Clark 4 ‡ 225.2 1.63 % † 228.9 1.02 %
Clark 5 ‡ 194.6 0.00 % † 194.6 7.13 %
Clark 6 ‡ 204.6 2.38 % † 209.6 2.81 %
Clark 7 ‡ 182.9 0.66 % † 184.1 10.67 %

Table C.3 Real-Time Dispatch Parallel Timing Study Results. †300-second overall time limit reached;
objective value is reported in thousands of dollars; results are bolded for cases in which the heuristic
approach (R) achieves the better objective.

PPA Baseline Initial Cycle On Full Tank Low Temp Tank
Price Time Obj Gap Time Obj Gap Time Obj Gap

Clark 1 † 176.8 0.91 % 70 s 223.3 0.02 % † 155.5 1.02 %
Clark 2 † 153.8 3.33 % 116 s 207.4 0.23 % † 133.2 2.57 %
Clark 3 † 185.1 5.04 % 67 s 255.8 0.00 % † 169.2 2.18 %
Clark 4 † 194.3 1.20 % 75 s 239.2 0.17 % † 172.6 1.48 %
Clark 5 † 174.8 4.68 % † 236.0 0.88 % † 154.9 4.22 %
Clark 6 † 175.7 1.35 % 62 s 222.9 0.01 % † 154.6 1.38 %
Clark 7 † 170.3 2.68 % 132 s 224.2 0.22 % † 149.8 2.22 %

CAISO Baseline Initial Cycle On Full Tank Low Temp Tank
Price Time Obj Gap Time Obj Gap Time Obj Gap

Clark 1 † 223.5 2.37 % 236 s 253.4 0.98 % † 208.5 3.66 %
Clark 2 † 190.3 10.40 % † 231.8 3.58 % † 171.3 11.12 %
Clark 3 † 231.6 3.49 % † 270.6 2.29 % † 214.2 4.15 %
Clark 4 60 s 242.6 0.19 % 69 s 269.9 0.30 % † 228.9 1.03 %
Clark 5 † 214.0 5.16 % † 252.9 3.05 % † 194.6 7.14 %
Clark 6 † 224.6 1.24 % 63 s 253.5 0.53 % † 209.6 2.80 %
Clark 7 † 202.5 9.39 % † 245.4 3.80 % † 184.1 10.46 %

Max † - 10.40 % † - 3.80 % † - 11.12 %
Average 283 s - 3.67 % 171 s - 1.15 % † - 3.96 %
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APPENDIX D

PLANT EVALUATION ASSUMPTIONS AND CASE STUDY INPUTS

The cost assumptions used in this work are the default values in the corresponding PySAM technology model or

PySSC simulation. These defaults are intended to represent conservative estimates for the current state of

technology and market conditions [91, 120].

Table D.1 presents the molten salt power tower single-owner installation cost parameters used. All parameters

are the defaults used in the PySSC molten salt power tower model.

Table D.1 Molten salt power tower single-owner installation cost parameters used in the CSP system of the
plant evaluation procedure

Parameter Value Units

Site improvement cost 16 $/m2

Heliostat field cost 140 $/m2

Tower cost fixed 3 $ million
Tower cost scaling exponent 0.0113 -
Receiver reference cost 103 $ million
Receiver reference area 1571 m2

Receiver cost scaling exponent 0.7 -
Thermal energy storage cost 22 $/kWht

Power cycle cost 1040 $/kWe

Contingency 7 %
Engineering, procurement and construction; and, owner cost 13 % of direct cost
Total land cost 10 $1000/acre
Sales tax basis 80 %
Sale tax rate 5 %
O&M fixed cost by capacity 66 $/kW-yr
O&M variable cost by generation 3.5 $/MWh
Balance of plant costs 290 $/kW

The PV system uses SAM’s PVWatts model. We fix the array type to single axis tracking for all plants, and

utilize the default cost assumptions in SAM version 2021.12.2 for all other parameters. HOPP utilizes a simplified

model of PV field costs by default, which is based on the $51.38M installation cost of a benchmark 50MWdc field.

The PV system cost is linearly scaled by the capacity multiplier $973/kWdc, according to the cost of the benchmark

system. For the battery system, we use the SAM default values of $233.17/kW and $241.79/kWh for the

installation costs. Fixed maintenance costs are $15/kW-yr, and we assume a default 10-year replacement period for

the battery system.
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APPENDIX E

DISPATCH OPTIMIZATION MODEL FORMULATION

We provide here the complete problem formulation (H), which is taken from Hamilton et al. [94], and mimics

the model given in Hamilton et al. [25]. We first define notation:

Table E.1 Hybrid dispatch model, (H), notation.

Indices and Sets

t ∈ T Time periods in the problem horizon

CSP Field and Receiver Parameters Units

Crec Generation cost for the CSP field and receiver $/MWht

Crsu Fixed cost for receiver start-up $/start

∆l Minimum time to start the receiver hr

∆rs
t Estimated fraction of time period t required for

receiver start-up -

Ehs Heliostat field startup or shut down parasitic loss MWhe

Er Required energy expended to start receiver MWht

Lr Receiver pumping power per unit power produced MWe/MWt

Qint Available thermal power generated by the CSP

heliostat field in period t MWt

Qrl Minimum operational thermal power delivered by

the receiver MWht

Qru Allowable power per period for receiver start-up MWht

Wh Heliostat field tracking parasitic loss MWe

Power Cycle Parameters Units

Cpc Generation cost for power cycle operation $/MWhe

Ccsu Fixed cost for power cycle start-up $/start

Cδx Penalty for change in power cycle thermal input $/∆MWt

ηambt Cycle efficiency ambient temperature adjustment

factor in period t -

ηct Normalized condenser parasitic loss in period t -

Ec Required energy expended to start cycle MWht

ηdes Cycle nominal efficiency -
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Table E.1 Continued.

ηp Slope of linear approximation of power cycle

performance curve MWe/MWt

Lc Cycle heat transfer fluid pumping power per

unit energy expended MWe/MWt

Qc Allowable power per period for cycle start-up MWt

Ql Minimum operational thermal power input to

the cycle MWt

Qu Maximum operational thermal power input to

the cycle MWt

Wu Cycle electric power rated capacity MWe

TES and Miscellaneous Parameters Units

∆ Time period duration hr

Eu Thermal energy storage capacity MWht

PV Field Parameters Units

Cpv Generation cost of PV field $/MWhe

W pv
t Available PV (AC) generation in period t MWe

Battery Parameters Units

Cbc, Cbd Operating cost of charging and discharging battery $/MWhe

Cbl Lifecycle cost for battery $/lifecycle

CB Battery manufacturer-specified capacity MWhe

η+, η− Charge and discharge efficiency -

PB , PB Battery minimum and maximum power ratings MWe

SB , SB Battery state of charge minimum and maximum

operational bounds -

Grid Parameters Units

ε Small value used in objective for binary logic $

γ Exponential weighting factor -

P st , P
p
t Electricity sale and purchase price in period t $/MWhe

W g
t ,W

l
t Grid transmission limit for generation and load

in period t MWe
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Table E.1 Continued.

Continuous Decision Variables Units

bc Battery cycle count -

bsoct State of charge of battery in time period t -

ėst , ė
p
t Electricity sold to and purchased from grid in time t MWe

st TES reserve quantity in period t MWht

ursut Receiver start-up energy inventory in period t MWht

xrt Thermal power delivered by the receiver in period t MWt

xrsut Receiver start-up power consumption in period t MWt

ucsut Cycle start-up energy inventory in period t MWht

ẇt Power cycle electricity generation in period t MWe

ẇ+
t , ẇ

−
t Power into and out of the battery in period t MWe

ẇlt Electrical load of CSP system in period t MWe

ẇpvt PV generation in time t MWe

ẇsgt , ẇ
sl
t System generation and load in time t MWe

xt Cycle thermal power utilization in period t MWt

xδt Power cycle change in thermal energy input in period t MWt

Binary Decision Variables

yt 1 if cycle is generating electric power in period t;

0 otherwise

y+
t , y

−
t 1 if battery is charging or discharging in time

period t; 0 otherwise

ycsut 1 if cycle is starting up in period t; 0 otherwise

ycsupt 1 if cycle cold start-up penalty is incurred at

time t (from off); 0 otherwise

ygt 1 if system is net generating in time period t;

0 otherwise

yrt 1 if receiver is generating “usable” thermal

power in period t; 0 otherwise

yrsut 1 if receiver is starting up in period t; 0 otherwise

yrsupt 1 if receiver cold start-up penalty is incurred

in period t (from off); 0 otherwise
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The following formulation, (H), requires the initial operational state of the system, PV field and receiver energy

generation forecasts, the expected cycle conversion efficiency profile as a function of ambient temperature and

thermal input, and the energy price or desired load profile depending on the system analysis. Initialization

parameters used to set variable values at t = 0 follow variable notation and are not included here. Variables and

parameters describe energy (thermal MWht or electric MWhe) states and power flows (thermal MWt or electric

MWe) in the system. We use lowercase letters to represent variables and capital letters for parameters. All binary

variables are represented with some variant of the letter y.

E.1 Objective Function and Constraints

We present two possible objective functions. The first maximizes revenue less operations and maintenance costs

resulting from the dispatch solution, which is appropriate in an independent-system-operator market. The second

objective minimizes the cost of following a pre-determined load profile.

Maximize Revenue

(H1) maximize
∑
t∈T

[
∆
(
γtP st ė

s
t − γ−tP pt ė

p
t

)
− εygt

− γ−t
(

∆Crecxrt + Crsuyrsupt + ∆Cpcẇt + Ccsuycsupt + Cδxxδt

)
− γ−t∆Cpvẇpvt

− γ−t∆
(
Cbcẇ+

t + Cbdẇ−t

)]
− Cblbc (E.1)

Minimize Cost of a Load Profile

(H2) minimize
∑
t∈T

[
∆γt (P st (W g

t − ė
s
t ) + P pt ė

p
t ) + εygt

+ γt
(

∆Crecxrt + Crsuyrsupt + ∆Cpcẇt + Ccsuycsupt + Cδxxδt

)
+ γt∆Cpvẇpvt

+ γt∆
(
Cbcẇ+

t + Cbdẇ−t

)]
+ Cblbc (E.2)

Constraints having terms indexed in period t-1, but applied to all periods t ∈ T , use the corresponding initial

condition parameter for the decision variable when t = 1. All time-indexed decision variables requiring an initial

value use the same notation for the parameter as the decision variable indexed in period t = 0, e.g., the initial

condition for the power cycle operating binary variable yt is the parameter y0.
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Receiver Operations

Receiver Start-up

ursut ≤ ursut−1 + ∆xrsut ∀ t ∈ T (E.3a)

ursut ≤ Eryrsut ∀ t ∈ T (E.3b)

yrt ≤
ursut
Er

+ yrt−1 ∀ t ∈ T (E.3c)

yrsut + yrt−1 ≤ 1 ∀ t ∈ T (E.3d)

xrsut ≤ Qruyrsut ∀ t ∈ T (E.3e)

yrsut ≤ Qint
Qrl

∀ t ∈ T (E.3f)

yrsupt ≥ yrsut − yrsut−1 ∀ t ∈ T (E.3g)

Receiver Supply and Demand

xrt + xrsut ≤ Qint ∀ t ∈ T (E.4a)

xrt ≤ Qint yrt ∀ t ∈ T (E.4b)

xrt ≥ Qrlyrt ∀ t ∈ T (E.4c)

yrt ≤
Qint
Qrl

∀ t ∈ T (E.4d)

Power Cycle Operations

Cycle Start-up

ucsut ≤ ucsut−1 + ∆Qcycsut ∀ t ∈ T (E.5a)

ucsut ≤ Ecycsut ∀ t ∈ T (E.5b)

yt ≤
ucsut
Ec

+ yt−1 ∀ t ∈ T (E.5c)

ycsut + yt−1 ≤ 1 ∀ t ∈ T (E.5d)

ycsupt ≥ ycsut − ycsut−1 ∀ t ∈ T (E.5e)

Power Supply and Demand

xt +
Ec

∆
ycsut ≤ Qu ∀ t ∈ T (E.6a)

xt ≤ Quyt ∀ t ∈ T (E.6b)

xt ≥ Qlyt ∀ t ∈ T (E.6c)

ẇt =
ηambt

ηdes
[ηpxt + (Wu − ηpQu)yt] ∀ t ∈ T (E.6d)

xδt ≥ xt − xt−1 ∀ t ∈ T (E.6e)

ẇlt = ηct ẇt

+ Lr(xrt + xrsut ) + Lc(xt +Qcycsut )

+Whyrt +
Ehs

∆
yrsut ∀ t ∈ T (E.6f)
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TES Energy Balance Constraints

st − st−1 = ∆[xrt − (Qcycsut + xt)] ∀ t ∈ T (E.7a)

st ≤ Eu ∀ t ∈ T (E.7b)

st−1 ≥ ∆ ·∆rs
t [Qu(−3 + yrsut + yt−1 + yt) + xt] ∀ t ∈ T (E.7c)

PV Constraints

ẇpvt ≤W
pv
t ∀ t ∈ T (E.8a)

ẇpvt ≥ 0 ∀ t ∈ T (E.8b)

Battery Constraints

bsoct = bsoct−1 + ∆

η+ · ẇ+
t −

ẇ−t
η−

CB

 ∀ t ∈ T (E.9a)

SB ≤ bsoct ≤ S̄B ∀ t ∈ T (E.9b)

PBy−t ≤ ẇ−t ≤ P̄By−t ∀ t ∈ T (E.9c)

PBy+
t ≤ ẇ+

t ≤ P̄By+
t ∀ t ∈ T (E.9d)

y+
t + y−t ≤ 1 ∀ t ∈ T (E.9e)

bc ≥ ∆

CB

∑
t∈T

ẇ−t (E.9f)

Grid Constraints

ėst − ėpt = ẇsgt − ẇ
sl
t ∀ t ∈ T (E.10a)

ėst ≤W g
t y

g
t ∀ t ∈ T (E.10b)

ėpt ≤W
l
t (1− ygt ) ∀ t ∈ T (E.10c)

System Connection Constraints

ẇsgt = ẇt + ẇpvt + ẇ−t ∀ t ∈ T (E.11a)

ẇslt = ẇlt + ẇ+
t ∀ t ∈ T (E.11b)

ẇsgt ≥ ẇ
+
t ∀ t ∈ T (E.11c)

ẇpvt ≥ ẇ
+
t ∀ t ∈ T (E.11d)
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Decision Variable Bounds

st, u
csu
t , ursut , ẇt, ẇ

l
t, xt, x

δ
t , x

r
t , x

rsu
t ≥ 0 ∀ t ∈ T (E.12a)

yt, y
csu
t , ycsupt , yrt , y

rsu
t , yrsupt ∈ {0, 1} ∀ t ∈ T (E.12b)

bc, bsoct , ẇ+
t , ẇ

−
t ≥ 0 ∀ t ∈ T (E.12c)

y+
t , y

−
t ∈ {0, 1} ∀ t ∈ T (E.12d)

ẇgt , ẇ
l
t, ė

s
t , ė

p
t ≥ 0 ∀ t ∈ T (E.12e)

ygt ∈ {0, 1} ∀ t ∈ T (E.12f)

E.2 Receiver Operations

Constraint (E.3a) accounts for receiver start-up energy “inventory,” which can assume a positive value during

time periods of receiver start-up (Constraint (E.3b)). Power production assumes a positive value only upon

completion of a start-up or if the receiver also operates in the time period prior (Constraint (E.3c)). In the latter

case, the receiver cannot be starting up in the next time period (Constraint (E.3d)). Ramp-rate limits hold during

the start-up procedure (Constraint (E.3e)). The presence of trivial solar resource prevents receiver start-up

(Constraint (E.3f)). Constraints (E.3g) ensure that penalties for receiver start-up are incurred.

The parameter Qint serves as an upper bound on the thermal power produced by the receiver, from which any

energy used for start-up detracts (Constraint (E.4a)). Constraint (E.4b) permits the receiver to generate thermal

power only while in power-producing mode. Receiver thermal power generation is subject to a lower bound by

Constraint (E.4c). The receiver cannot operate (Constraint (E.4d)) in the absence of thermal power.

E.3 Power Cycle Operations

Constraint (E.5a) accounts for start-up energy “inventory,” which can only be positive during time periods in

which the cycle is starting up (Constraint (E.5b)). Normal cycle operation can occur upon completion of start-up

energy requirements or if the cycle is operating normally (Constraint (E.5c)). In the latter case, the cycle cannot

start up in the time period directly following operation (Constraint (E.5d)). Cycle start up penalties are incurred

via Constraint (E.5e).

Constraint (E.6a) limits the cycle input thermal power during periods when the cycle is starting up. This is a

model approximation to derate power cycle output during startup periods. In reality, the cycle power output is not

derated but the total energy production during the time period is reduced due to the time the cycle is starting up

during that period. Constraint (E.6b) and Constraint (E.6c) form the upper and lower bounds on the heat input to

the power cycle, respectively. The relationship between electrical power and cycle heat input is modeled as a linear

function with corrections for ambient temperature effects (Constraint (E.6d)). Constraint (E.6e) measures the

positive change in cycle thermal input, i.e., ramping, over time. Constraint (E.6f) calculates the CSP system load

depending operational decisions.
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E.4 Thermal Energy Storage Balance

Constraint (E.7a) balances energy to and from TES with the charge; a time-scaling parameter ∆ reconciles

power and energy. Constraint (E.7b) imposes the upper bound to TES charge state. If the power cycle is operating

in time periods t− 1 and t, and if the receiver is starting up in time t, then there must be a sufficient charge level in

the TES in time t− 1 to ensure that the power cycle can operate through its start-up period (Constraint (E.7c)).

Constraint (E.7c) uses Qu as a ‘big M’ value to make the constraint non-binding when the specific condition is not

occurring, i.e., the cycle operating and receiver starting up in the same period. The expected fraction of a time

period used for receiver start-up is given by (E.13), if applicable.

∆rs
t = min

{
1,max

{
∆l,

Er

max {ε,Qint ∆}

}}
(E.13)

Constraints (E.7a)-(E.7c) measure TES state of charge via energy flow.

E.5 PV Field Operations

Within the hybrid framework, we assume that PV system has a take it or leave it policy in which the hybrid

system can take up to the available generation at any time (Constraint (E.8a)) or curtail part or all of the available

generation depending other system constraints. Non-negativity is enforced by Constraint (E.8b)

E.6 Battery Operations

Battery state-of-charge must be updated (Constraint (E.9a)), and this quantity is bounded both below and

above (Constraint (E.9b)). Power flow into and out of the battery is bounded by Constraints (E.9c) and (E.9d).

The battery cannot be charging and discharging simultaneously (Constraint (E.9e)) while Constraint (E.9f)

measures battery cycle count similar to what is done in Scioletti et al. [31].

E.7 Grid Operations

Constraint (E.10a) provides an energy balance at the transmission interconnect of the hybrid system. Electricity

sales are limited by the transmission limit for generation during periods in which the system is generating net power

(Constraint (E.10b)). During periods in which the hybrid system net generation is negative, Constraint (E.10c)

limits the load the system can pull from the grid.

E.8 Inter-System Operations

Constraints (E.11a) and (E.11b) enforce energy balance for the grid module on system generation and load,

respectively. Constraints (E.11c) and (E.11d) are conditional constraints depending on specific requirements

imposed on the hybrid system’s battery charging. Constraint (E.11c) limits battery charging to only electricity

produced by the hybrid system locally, i.e., the battery cannot be charged by the electric grid. Constraint (E.11d)

restricts battery charging to only electricity generated by the PV system. Constraint (E.11d) is more restrictive

than Constraint (E.11c); therefore, Constraint (E.11c) can be omitted if Constraint (E.11d) is imposed. Variable

bounds are enforced in constraints (E.12a) through (E.12f).
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APPENDIX F

DESIGN OPTIMIZATION MODEL FORMULATION

We provide here the complete design optimization formulation taken from Cox et al. [102]. We seek to optimize

the high-level system sizing variables with respect to a scalar performance metric, i.e., the design objective. We

utilize the revenue-maximizing mixed-integer linear program (MILP), developed in Hamilton et al. [94] and denoted

(H) to guide dispatch decisions. The plant evaluation procedure is a nonlinear, discrete, constrained, and implicit

function of the design variables. As a result, we utilize black-box optimizers, which do not rely on any specific

mathematical structure. The following procedure summarizes the sequence of calculations and software used in

evaluating a specific plant design.

Procedure F.1 Plant Evaluation Function

Step 1: Inputs - Collect all parameter values required by the plant evaluation; i.e., financial assump-

tions, weather and electricity market conditions, location details, and fixed values in the SAM

technology models.

Step 2: Design Variables - Set the design variable values according to the input given, e.g., from a

point in a sampling design or a candidate from an optimization algorithm.

Step 3: SolarPILOT - Invoke the SolarPILOT™ optimization algorithm, which determines the receiver,

tower, and heliostat field geometry that minimize cost per unit thermal energy generated, while

meeting the design point thermal input specified by the provided CSP solar multiple design

variable.

Step 4: Generation Schedule - Determine a year-long generation schedule at hourly fidelity.

Step 4.1: Dispatch MILP - Solve a problem instance of (H) with a 48-hour horizon. Inputs

include the plant initial state, weather, and electricity market conditions during the problem

horizon.

Step 4.2: SAM API - Operate the SAM simulation according to the first 24 hours of the

dispatch solution.

Step 4.3: Repeat - Document results of the plant simulation, and roll the problem horizon

forward 24 hours, repeating Steps 4.1 and 4.2, until a full year has elapsed.

Step 5: SAM Financial - Calculate system costs and benefits resulting from the generation schedule.

The year-long schedule is repeated for each year in the analysis after the first. SAM financial

models calculate the present value of costs, revenue sources, and the total energy production

resulting from the generation schedule.

Step 6: Objective Function - Evaluate the design objective function using the outputs of the financial

model and plant simulation.
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The plant evaluation requires the expected weather conditions and time-of-delivery market pricing at hourly

fidelity, as well as the latitude and longitude of the plant site (see Table F.2). Technology construction, and

operations and maintenance costs used in the SAM technology model are summarized in Appendix G, and

correspond to the SAM default values at the time of this writing.

Table F.2 Inputs of the design optimization problem, (D).

Sets

T̂ Hours in a year

Market Parameters, in time t ∈ T̂

Electricity purchase price $/MWhe

Electricity sales price $/MWhe

Weather Parameters, in time t ∈ T̂

Ambient temperature ◦C

Atmospheric pressure mbar

Dew point temperature ◦C

Direct horizontal irradiance W/m2

Direct normal irradiance (DNI) W/m2

Global horizontal irradiance W/m2

Wind speed m/s

Site Parameters

Elevation m

Latitude degrees

Longitude degrees

The following constrained and implicit nonlinear program, (D), requires inputs as listed in Table F.2, and

determines high-level system sizing according to the design objective. In general, upper-case letters denote

parameters while lower-case letters represent variables. We use lower-case letters for indices and upper-case script

letters for sets. Lists of variables are denoted with lower-case bold font symbols. We use the (⊕) symbol to denote

concatenation, e.g., of each 48-hour problem instance over the course of a year (u = s1 ⊕ s2 ⊕ · · · ⊕ sP ).
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Table F.3 Notation of the design optimization problem, (D).

Sets

I Design variables

J CSP field design attributes evaluated from the design variables

P 48-hour problem instances in a year, i.e., p ∈ {1, . . . , P}

Q SolarPILOT nonlinear constraints

R Dispatch MILP linear constraints

S SAM simulation nonlinear constraints

Tp Hourly periods in problem instance p

Parameters

Cq, Cr, Cs Constraint right-hand side constant q ∈ Q, r ∈ R, s ∈ S -

Li Lower bound of design variable i ∈ I . . .

Ui Upper bound of design variable i ∈ I . . .

Design Variables

x Design variables; i.e., x = (x1, x2, . . . , xi) ∀ i ∈ I . . .

Battery Storage

x1 Battery capacity, hours of design point output h

x2 Battery design point power output MWe

CSP Field and Power Cycle

x3 Thermal energy storage capacity, in terms of hours of power

cycle design point input h

x4 CSP field solar multiple -

x5 Power cycle design point output MWe

PV Field

x6 Field DC capacity MWe

CSP field design attributes, given by SolarPILOT

y Design attributes; i.e., y = (y1, y2, . . . , yj) ∀ j ∈ J . . .

y1 Number of heliostats -

y2 Heliostat field layout -

y3 Receiver height m

y4 Receiver diameter m

y5 Tower height m
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Table F.3 Continued.

Dispatch model outputs and initial conditions

dp Dispatch solution for each period t ∈ Tp in problem instance p . . .

SAM simulation outputs

u Year-long generation schedule, i.e., u = (s1 ⊕ s2 ⊕ · · · ⊕ sP ) . . .

sp Feasible generation schedule during problem instance p . . .

Other symbols

fr Linear constraint r ∈ R -

f̃ Dispatch optimization model linear objective function -

gs, gq Nonlinear constraint s ∈ S, q ∈ Q -

g̃ Nonlinear design objective function, evaluated from outputs -

of the SAM financial model

ĝ Nonlinear SolarPILOT objective function -

S Feasible region of the SAM simulation -

Design Problem

(D) max
x

g̃(u,x,y?) (F.1)

subject to:

y? = min
y

{
ĝ(y) | gq(x3, x4,y) = Cq ∀ q ∈ Q

}
(F.2)∣∣∣∣∣∣∣∣

Determine sp for each p ∈ P :

d?p = max
dp

{
f̃(dp) | fr(dp, sp−1,x,y

?) = Cr ∀ r ∈ R
}

S =
{
sp | gs(d?p,x,y?) = Cs ∀ s ∈ S

}
∣∣∣∣∣∣∣∣ (F.3)

u = (s1 ⊕ s2 ⊕ · · · ⊕ sP ) | sp ∈ S ∀ p ∈ P (F.4)

Li ≤ xi ≤ Ui ∀ i ∈ I (F.5)

The design problem, (D), minimizes a scalar objective calculated from the SAM financial model outputs for

each year in the project lifetime (F.1), as a function of the design variables (see Section 4.3.1). Equation (F.2)

represents the SolarPILOT™ optimization algorithm [90], which gives the detailed CSP heliostat and receiver design

that minimize the cost of the CSP system per unit of thermal input to the receiver, while meeting the design-point

thermal input required by the plant solar multiple and power cycle input design variables. The procedure in (F.3)

determines the schedule of plant operations. For each day of a year, a problem instance with a 48-hour horizon is

solved, taking the initial plant state from the last period of SAM output. The SAM simulation has a more detailed
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representation of the plant than the dispatch formulation, and attempts to follow the first 24 hours of the dispatch

solution. Failing this, we take a conservative approach and either derate operations from the dispatch solution or

shut down that system to preserve feasibility. The feasible schedules of operations for each day of a year are then

concatenated to yield the annual plant generation schedule at hourly fidelity, as in equation (F.4). In functional

form (F.1) the generation schedule from the first year of operations is assumed to occur in each year of the plant

lifetime, with annual discount rates and technology degradation applied after the first, and used to calculate the

design objective function. Simple bounds are applied to each of the design variables in constraint (F.5), which are

continuous.
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APPENDIX G

PLANT EVALUATION ASSUMPTIONS AND CASE STUDY INPUTS

The cost assumptions used in this work are the default values in the corresponding PySAM technology model or

PySSC simulation. These defaults are intended to represent conservative estimates for the current state of

technology and market conditions [91, 120]. Table G.1 presents the molten salt power tower single-owner installation

cost parameters used. All parameters are the defaults used in the PySSC molten salt power tower model.

Table G.1 Molten salt power tower single-owner installation cost parameters used in the CSP system of the
plant evaluation procedure

Parameter Value Units

Site improvement cost 16 $/m2

Heliostat field cost 140 $/m2

Fixed tower cost 3 $ million
Tower cost scaling exponent 0.0113 -
Receiver reference cost 103 $ million
Receiver reference area 1571 m2

Receiver cost scaling exponent 0.7 -
Thermal energy storage cost 22 $/kWht

Power cycle cost 1040 $/kWe

Contingency 7 %
Procurement, construction, owner cost 13 % of direct cost
Total land cost 10 $1000/acre
Sales tax basis 80 %
Sale tax rate 5 %
Operations and maintenance fixed cost by capacity 66 $/kW-yr
Operations and maintenance variable cost by generation 3.5 $/MWh
Balance of plant costs 290 $/kW

The PV system uses SAM’s PVWatts model [121]. We fix the array type to single axis tracking for all plants,

and utilize the default cost assumptions in SAM version 2021.12.2 for all other parameters. HOPP utilizes a

simplified model of PV field costs by default, which is based on the $51.38M installation cost of a benchmark

50MWdc field. The PV system cost is linearly scaled by the capacity multiplier $973/kWdc, according to the cost of

the benchmark system. For the battery system, we use the SAM default values of $233.17/kW and $241.79/kWh as

the installation costs. Fixed maintenance costs are $15/kW-yr, and we assume a default 10-year replacement period.
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APPENDIX H

DISPATCH OPTIMIZATION MODEL FORMULATION

We provide here the complete problem formulation (H), which is taken from Hamilton et al. [94], and mimics

the model given in Hamilton et al. [25]. We first define notation:

Table H.1 Hybrid dispatch model, (H), notation.

Indices and Sets

t ∈ T Time periods in the problem horizon

CSP Field and Receiver Parameters Units

Crec Generation cost for the CSP field and receiver $/MWht

Crsu Fixed cost for receiver start-up $/start

∆l Minimum time to start the receiver hr

∆rs
t Estimated fraction of time period t required for

receiver start-up -

Ehs Heliostat field startup or shut down parasitic loss MWhe

Er Required energy expended to start receiver MWht

Lr Receiver pumping power per unit power produced MWe/MWt

Qint Available thermal power generated by the CSP

heliostat field in period t MWt

Qrl Minimum operational thermal power delivered by

the receiver MWht

Qru Allowable power per period for receiver start-up MWht

Wh Heliostat field tracking parasitic loss MWe

Power Cycle Parameters Units

Cpc Generation cost for power cycle operation $/MWhe

Ccsu Fixed cost for power cycle start-up $/start

Cδx Penalty for change in power cycle thermal input $/∆MWt

ηambt Cycle efficiency ambient temperature adjustment

factor in period t -

ηct Normalized condenser parasitic loss in period t -

Ec Required energy expended to start cycle MWht

ηdes Cycle nominal efficiency -
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Table H.1 Continued.

ηp Slope of linear approximation of power cycle

performance curve MWe/MWt

Lc Cycle heat transfer fluid pumping power per

unit energy expended MWe/MWt

Qc Allowable power per period for cycle start-up MWt

Ql Minimum operational thermal power input to

the cycle MWt

Qu Maximum operational thermal power input to

the cycle MWt

Wu Cycle electric power rated capacity MWe

TES and Miscellaneous Parameters Units

∆ Time period duration hr

Eu Thermal energy storage capacity MWht

PV Field Parameters Units

Cpv Generation cost of PV field $/MWhe

W pv
t Available PV (AC) generation in period t MWe

Battery Parameters Units

Cbc, Cbd Operating cost of charging and discharging battery $/MWhe

Cbl Lifecycle cost for battery $/lifecycle

CB Battery manufacturer-specified capacity MWhe

η+, η− Charge and discharge efficiency -

PB , PB Battery minimum and maximum power ratings MWe

SB , SB Battery state of charge minimum and maximum

operational bounds -

Grid Parameters Units

ε Small value used in objective for binary logic $

γ Exponential weighting factor -

P st , P
p
t Electricity sale and purchase price, respectively, in period t $/MWhe

W g
t ,W

l
t Grid transmission limit for generation and load

in period t MWe
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Table H.1 Continued.

Continuous Decision Variables Units

bc Battery cycle count -

bsoct State of charge of battery in time period t -

ėst , ė
p
t Electricity sold to and purchased from grid in time t MWe

st TES reserve quantity in period t MWht

ursut Receiver start-up energy inventory in period t MWht

xrt Thermal power delivered by the receiver in period t MWt

xrsut Receiver start-up power consumption in period t MWt

ucsut Cycle start-up energy inventory in period t MWht

ẇt Power cycle electricity generation in period t MWe

ẇ+
t , ẇ

−
t Power into and out of the battery in period t MWe

ẇlt Electrical load of CSP system in period t MWe

ẇpvt PV generation in time t MWe

ẇsgt , ẇ
sl
t System generation and load in time t MWe

xt Cycle thermal power utilization in period t MWt

xδt Power cycle change in thermal energy input in period t MWt

Binary Decision Variables

yt 1 if cycle is generating electric power in period t;

0 otherwise

y+
t , y

−
t 1 if battery is charging or discharging, respectively, in time

period t; 0 otherwise

ycsut 1 if cycle is starting up in period t; 0 otherwise

ycsupt 1 if cycle cold start-up penalty is incurred at

time t (from off); 0 otherwise

ygt 1 if system is net generating in time period t;

0 otherwise

yrt 1 if receiver is generating “usable” thermal

power in period t; 0 otherwise

yrsut 1 if receiver is starting up in period t; 0 otherwise

yrsupt 1 if receiver cold start-up penalty is incurred

in period t (from off); 0 otherwise
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The following formulation, (H), requires the initial operational state of the system, PV field and receiver energy

generation forecasts, the expected cycle conversion efficiency profile as a function of ambient temperature and

thermal input, and the energy price or desired load profile depending on the system analysis. Initialization

parameters used to set variable values at t = 0 follow variable notation and are not included here. Variables and

parameters describe energy (thermal MWht or electric MWhe) states and power flows (thermal MWt or electric

MWe) in the system. We use lowercase letters to represent variables and capital letters for parameters. All binary

variables are represented with some variant of the letter y.

H.1 Objective Function and Constraints

We present two possible objective functions. The first maximizes revenue less operations and maintenance costs

resulting from the dispatch solution, which is appropriate in an independent-system-operator market. The second

objective minimizes the cost of following a pre-determined load profile.

Maximize Revenue

(H1) maximize
∑
t∈T

[
∆
(
γtP st ė

s
t − γ−tP pt ė

p
t

)
− εygt

− γ−t
(

∆Crecxrt + Crsuyrsupt + ∆Cpcẇt + Ccsuycsupt + Cδxxδt

)
− γ−t∆Cpvẇpvt

− γ−t∆
(
Cbcẇ+

t + Cbdẇ−t

)]
− Cblbc (H.1)

Minimize Cost of a Load Profile

(H2) minimize
∑
t∈T

[
∆γt (P st (W g

t − ė
s
t ) + P pt ė

p
t ) + εygt

+ γt
(

∆Crecxrt + Crsuyrsupt + ∆Cpcẇt + Ccsuycsupt + Cδxxδt

)
+ γt∆Cpvẇpvt

+ γt∆
(
Cbcẇ+

t + Cbdẇ−t

)]
+ Cblbc (H.2)

Constraints having terms indexed in period t-1, but applied to all periods t ∈ T , use the corresponding initial

condition parameter for the decision variable when t = 1. All time-indexed decision variables requiring an initial

value use the same notation for the parameter as the decision variable indexed in period t = 0, e.g., the initial

condition for the power cycle operating binary variable yt is the parameter y0.
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Receiver Operations

Receiver Start-up

ursut ≤ ursut−1 + ∆xrsut ∀ t ∈ T (H.3a)

ursut ≤ Eryrsut ∀ t ∈ T (H.3b)

yrt ≤
ursut
Er

+ yrt−1 ∀ t ∈ T (H.3c)

yrsut + yrt−1 ≤ 1 ∀ t ∈ T (H.3d)

xrsut ≤ Qruyrsut ∀ t ∈ T (H.3e)

yrsut ≤ Qint
Qrl

∀ t ∈ T (H.3f)

yrsupt ≥ yrsut − yrsut−1 ∀ t ∈ T (H.3g)

Receiver Supply and Demand

xrt + xrsut ≤ Qint ∀ t ∈ T (H.4a)

xrt ≤ Qint yrt ∀ t ∈ T (H.4b)

xrt ≥ Qrlyrt ∀ t ∈ T (H.4c)

yrt ≤
Qint
Qrl

∀ t ∈ T (H.4d)

Power Cycle Operations

Cycle Start-up

ucsut ≤ ucsut−1 + ∆Qcycsut ∀ t ∈ T (H.5a)

ucsut ≤ Ecycsut ∀ t ∈ T (H.5b)

yt ≤
ucsut
Ec

+ yt−1 ∀ t ∈ T (H.5c)

ycsut + yt−1 ≤ 1 ∀ t ∈ T (H.5d)

ycsupt ≥ ycsut − ycsut−1 ∀ t ∈ T (H.5e)

Power Supply and Demand

xt +
Ec

∆
ycsut ≤ Qu ∀ t ∈ T (H.6a)

xt ≤ Quyt ∀ t ∈ T (H.6b)

xt ≥ Qlyt ∀ t ∈ T (H.6c)

ẇt =
ηambt

ηdes
[ηpxt + (Wu − ηpQu)yt] ∀ t ∈ T (H.6d)

xδt ≥ xt − xt−1 ∀ t ∈ T (H.6e)

ẇlt = ηct ẇt

+ Lr(xrt + xrsut ) + Lc(xt +Qcycsut )

+Whyrt +
Ehs

∆
yrsut ∀ t ∈ T (H.6f)
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TES Energy Balance Constraints

st − st−1 = ∆[xrt − (Qcycsut + xt)] ∀ t ∈ T (H.7a)

st ≤ Eu ∀ t ∈ T (H.7b)

st−1 ≥ ∆ ·∆rs
t [Qu(−3 + yrsut + yt−1 + yt) + xt] ∀ t ∈ T (H.7c)

PV Constraints

ẇpvt ≤W
pv
t ∀ t ∈ T (H.8a)

ẇpvt ≥ 0 ∀ t ∈ T (H.8b)

Battery Constraints

bsoct = bsoct−1 + ∆

η+ · ẇ+
t −

ẇ−t
η−

CB

 ∀ t ∈ T (H.9a)

SB ≤ bsoct ≤ S̄B ∀ t ∈ T (H.9b)

PBy−t ≤ ẇ−t ≤ P̄By−t ∀ t ∈ T (H.9c)

PBy+
t ≤ ẇ+

t ≤ P̄By+
t ∀ t ∈ T (H.9d)

y+
t + y−t ≤ 1 ∀ t ∈ T (H.9e)

bc ≥ ∆

CB

∑
t∈T

ẇ−t (H.9f)

Grid Constraints

ėst − ėpt = ẇsgt − ẇ
sl
t ∀ t ∈ T (H.10a)

ėst ≤W g
t y

g
t ∀ t ∈ T (H.10b)

ėpt ≤W
l
t (1− ygt ) ∀ t ∈ T (H.10c)

System Connection Constraints

ẇsgt = ẇt + ẇpvt + ẇ−t ∀ t ∈ T (H.11a)

ẇslt = ẇlt + ẇ+
t ∀ t ∈ T (H.11b)

ẇsgt ≥ ẇ
+
t ∀ t ∈ T (H.11c)

ẇpvt ≥ ẇ
+
t ∀ t ∈ T (H.11d)
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Decision Variable Bounds

st, u
csu
t , ursut , ẇt, ẇ

l
t, xt, x

δ
t , x

r
t , x

rsu
t ≥ 0 ∀ t ∈ T (H.12a)

yt, y
csu
t , ycsupt , yrt , y

rsu
t , yrsupt ∈ {0, 1} ∀ t ∈ T (H.12b)

bc, bsoct , ẇ+
t , ẇ

−
t ≥ 0 ∀ t ∈ T (H.12c)

y+
t , y

−
t ∈ {0, 1} ∀ t ∈ T (H.12d)

ẇgt , ẇ
l
t, ė

s
t , ė

p
t ≥ 0 ∀ t ∈ T (H.12e)

ygt ∈ {0, 1} ∀ t ∈ T (H.12f)

H.2 Receiver Operations

Constraint (H.3a) accounts for receiver start-up energy “inventory,” which can assume a positive value during

time periods of receiver start-up (Constraint (H.3b)). Power production assumes a positive value only upon

completion of a start-up or if the receiver also operates in the time period prior (Constraint (H.3c)). In the latter

case, the receiver cannot be starting up in the next time period (Constraint (H.3d)). Ramp-rate limits hold during

the start-up procedure (Constraint (H.3e)). The presence of trivial solar resource prevents receiver start-up

(Constraint (H.3f)). Constraints (H.3g) ensure that penalties for receiver start-up are incurred.

The parameter Qint serves as an upper bound on the thermal power produced by the receiver, from which any

energy used for start-up detracts (Constraint (H.4a)). Constraint (H.4b) permits the receiver to generate thermal

power only while in power-producing mode. Receiver thermal power generation is subject to a lower bound by

Constraint (H.4c). The receiver cannot operate (Constraint (H.4d)) in the absence of thermal power.

H.3 Power Cycle Operations

Constraint (H.5a) accounts for start-up energy “inventory,” which can only be positive during time periods in

which the cycle is starting up (Constraint (H.5b)). Normal cycle operation can occur upon completion of start-up

energy requirements or if the cycle is operating normally (Constraint (H.5c)). In the latter case, the cycle cannot

start up in the time period directly following operation (Constraint (H.5d)). Cycle start up penalties are incurred

via Constraint (H.5e).

Constraint (H.6a) limits the cycle input thermal power during periods when the cycle is starting up. This is a

model approximation to derate power cycle output during startup periods. In reality, the cycle power output is not

derated but the total energy production during the time period is reduced due to the time the cycle is starting up

during that period. Constraint (H.6b) and Constraint (H.6c) form the upper and lower bounds on the heat input to

the power cycle, respectively. The relationship between electrical power and cycle heat input is modeled as a linear

function with corrections for ambient temperature effects (Constraint (H.6d)). Constraint (H.6e) measures the

positive change in cycle thermal input, i.e., ramping, over time. Constraint (H.6f) calculates the CSP system load

depending operational decisions.
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H.4 Thermal Energy Storage Balance

Constraint (H.7a) balances energy to and from TES with the charge; a time-scaling parameter ∆ reconciles

power and energy. Constraint (H.7b) imposes the upper bound to TES charge state. If the power cycle is operating

in time periods t− 1 and t, and if the receiver is starting up in time t, then there must be a sufficient charge level in

the TES in time t− 1 to ensure that the power cycle can operate through its start-up period (Constraint (H.7c)).

Constraint (H.7c) uses Qu as a ‘big M’ value to make the constraint non-binding when the specific condition is not

occurring, i.e., the cycle operating and receiver starting up in the same period. The expected fraction of a time

period used for receiver start-up is given by (H.13), if applicable.

∆rs
t = min

{
1,max

{
∆l,

Er

max {ε,Qint ∆}

}}
(H.13)

Constraints (H.7a)-(H.7c) measure TES state of charge via energy flow.

H.5 PV Field Operations

Within the hybrid framework, we assume that PV system has a take it or leave it policy in which the hybrid

system can take up to the available generation at any time (Constraint (H.8a)) or curtail part or all of the available

generation depending other system constraints. Non-negativity is enforced by Constraint (H.8b)

H.6 Battery Operations

Battery state-of-charge must be updated (Constraint (H.9a)), and this quantity is bounded both below and

above (Constraint (H.9b)). Power flow into and out of the battery is bounded by Constraints (H.9c) and (H.9d).

The battery cannot be charging and discharging simultaneously (Constraint (H.9e)) while Constraint (H.9f)

measures battery cycle count similar to what is done in Scioletti et al. [31].

H.7 Grid Operations

Constraint (H.10a) provides an energy balance at the transmission interconnect of the hybrid system.

Electricity sales are limited by transmission for generation during periods in which the system is generating net

power (Constraint (H.10b)). During periods in which the hybrid system net generation is negative, Constraint

(H.10c) limits the load the system can pull from the grid.

H.8 Inter-System Operations

Constraints (H.11a) and (H.11b) enforce energy balance for the grid module on system generation and load,

respectively. Constraints (H.11c) and (H.11d) are conditional constraints depending on specific requirements

imposed on the hybrid system’s battery charging. Constraint (H.11c) limits battery charging to only electricity

produced by the hybrid system locally, i.e., the battery cannot be charged by the electric grid. Constraint (H.11d)

restricts battery charging to only electricity generated by the PV system. Constraint (H.11d) is more restrictive

than Constraint (H.11c); therefore, Constraint (H.11c) can be omitted if Constraint (H.11d) is imposed. Variable

bounds are enforced in constraints (H.12a) through (H.12f).
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H.9 Dispatch Cost Assumptions

The solution of the dispatch optimization model is influenced by the relative values of electricity prices and the

cost parameters in the objective (H.1). Table H.2 lists the cost parameters used by the dispatch optimization

model, which are the default values in HOPP.

Table H.2 Dispatch optimization model cost coefficients (HOPP default values). †The parameter value is
scaled with respect to the system size.

Operating Costs and Penalties Symbol Units Value

Concentrating Solar Power (CSP) with Thermal Energy Storage (TES)
CSP field and receiver generation cost Crec $/MWht 0.5
Receiver cold start-up fixed cost Crsu $/MWt·start 1.5†

Power cycle generation cost Cpc $/MWhe 2.0
Power cycle cold start-up fixed cost Ccsu $/MWe·start 40.0†

Change in power cycle thermal input penalty Cδx $/MWt 0.5
Photovoltaics (PV) with Battery Storage

Photovoltaic field generation cost Cpv $/MWhe 1.7
Battery charge, discharge operation cost Cbc, Cbd $/MWhe 0.9
Battery lifecycle cost Cbl $/MWhdc·cycle 26.5†
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