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A B S T R A C T

The process of phase separation w ith a characteristic wavelength is a phenomenon 

known as spinodal decomposition. In this thesis, spinodal decomposition is studied for 

a discretized fourth-order parabolic partial differential equation know as the spatially 

discrete Cahn-Hilliard equation. Here, an extensive and mathematically rigorous 

analysis of when and how spinodal decomposition occurs in this equation is performed.

First, a linearization of the nonlinear problem is considered for the spatially 

discrete equation. It is shown th a t the eigenvalues for the discrete linear equation 

are almost equal to the eigenvalues of the continuous linear equation for a sufficiently 

fine discretization of the domain. Then, using results obtained for the continuous 

problem to make conclusions about the discrete problem, a probability estimate is 

derived. This estimate says that, with a probability close to one, an initial condition 

chosen at random inside a particular neighborhood of an equilibrium in the spinodal 

interval will lead to spinodal decomposition, provided the number of grid points for 

the spatially discrete domain is large enough. An estim ate of the wavelength of 

spinodally decomposed states is also derived. These results are then used to prove a 

similar probability estimate for the nonlinear problem.

Following this theoretical analysis, two time discretizations, as well as a spatial

discretization, will be considered for the Cahn-Hilliard equation. At this point, two

different time stepping techniques will be used to give examples of the dependence

of the theoretical results on the equilibrium point used to linearize the problem, the

distance the initial condition is from that point, and the size of the spatial mesh.

These numerical simulations offer confidence in both the numerics used to solve the

problem and the theory developed in this thesis. Finally, a comparison of the Crank-
iii



Nicolson method and a gradient stable splitting method presented by David Eyre, 

which are used for the numerics of this thesis, are compared. It is found that these 

methods give nearly the same results for each experiment, even though each solves 

the problem very differently.
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C hapter 1

IN T R O D U C T IO N

When a high-temperature homogeneous mixture of two metals is quenched to 

a lower tem perature, the mixture may exhibit a phase separation which will occur 

in two stages. In the first stage, the mixture quickly becomes inhomogeneous as it 

decomposes into a fine-grained structure, which exhibits a characteristic length scale. 

This phenomenon is known as spinodal decomposition. Following this stage, the 

mixture will go through a coarsening process in which the characteristic length scale 

grows. Cahn and Hilliard [8 , 10] proposed a fourth-order parabolic partial differential 

equation, which describes this process of phase separation and is given by

where v is the unit outward normal, e is a small parameter, and —/ i s  the derivative of 

a double-well potential W ,  the standard example being the nonlinear cubic function 

f (u )  = u — u3. Here and throughout the paper, A denotes the standard Laplacian, 

ut — du/dt ,  and Q C M d is a bounded domain with sufficiently smooth boundary 

given by dQ, where d E {1, 2, 3}. Cahn and Hilliard [8 , 10] first derived this equation 

through Pick’s law of diffusion using the van der Waals free energy functional

ut =  — A(e2Au +  /(%)), Vz E f2, ( 1 .1)

( 1.2 )
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which was introduced in [42], where V u  denotes the gradient of u, and (1.1) is a 

gradient system with respect to this functional. The derivation of this equation can 

also be found in Elliott [13].

In the so-called Cahn-Hilliard equation (1.1), the variable u represents the con­

centration of one of the two metallic components, which implies th a t Jn udx represents 

the total mass of that component. Now, using Green’s Theorem and the given bound­

ary conditions, we can write

Thus, mass is conserved, and the concentration of the other component c can be

determined by the equation c — (1 — u)/2.  This means that a concentration of 0

or 1 in one of the components corresponds to u being -1 or 1, depending on which 

component is being considered.

Spinodal decomposition is the process in which the values of u approach the 

minima of the potential function W  (u). The phase separation tha t occurs in this 

process can be seen when a vat of two well-mixed molten metals are cooled to a lower 

temperature. When separation takes place initially, a characteristic length scale is 

observed for spinodally decomposed states. For more on spinodal decomposition refer 

to [8], and [23]

Every constant function is a stationary solution or equilibrium of (1.1), and if 

an equilibrium is contained in the spinodal interval, which is the set of all m  e  JR

such that f ' (m )  > 0, then it is unstable. (Notice tha t the spinodal interval for



3

f (u )  = u — uz is the open interval ( —1 /V 3 ,1/ V3)-) Thus, if uq = m  is contained in 

the spinodal interval, any orbit starting close to it will soon leave a neighborhood of 

tha t equilibrium. This is when phase separation for (1.1), and in particular spinodal 

decomposition, takes place. In fact, understanding how this happens is central to 

understanding spinodal decomposition, because most orbits exiting the neighborhood 

mentioned above will exit close to an invariant manifold. Thus, the behavior of these 

orbits is very similar to tha t of the orbits on the manifold, and we will show that 

these orbits exhibit spinodal decomposition.

The Cahn-Hilliard equation (1.1) has been the subject of much study since its 

derivation, over 40 years ago. Existence and uniqueness of solutions of (1.1) have 

been proven by Elliott and Zheng [15], Nicolaenko and Scheurer [30], Rankin [33], 

and Temam [41]. Results on steady state solutions of (1.1) can be found in Novick- 

Cohen and Segel [31], Modica [27], and Zheng [44]. There are many results concerning 

the coarsening process mentioned above, which are due to Alikakos et al. [1], Alikakos 

et al. [2], Bates and Xun [5, 6], Bronsard and Hilhorst [7], Pego [32], and Stoth [38], 

among others. Numerical results that exhibit spinodal decomposition and coarsening 

for one, two, and three dimensions can be found in Cahn et al. [9], Elliott and 

French [14], Elliott [13], and Sander and Wanner [36]. Analytic results on spinodal 

decomposition have been presented by Grant [19], and Maier-Paape and Wanner [25], 

[26].

Despite this extensive amount of study, to the best of my knowledge there are 

no analytic results concerning spinodal decomposition of the spatially discrete Cahn- 

Hilliard equation. An analysis of this sort would be beneficial, because numerical 

results are essential for visualizing the behavior of the equation. Knowing when and 

how the equation portrays a given property for the discrete case will help the analysis
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when it cornes to solving the equation numerically. Our aim in this paper is to 

present a complete and mathematically rigorous analysis of when and how spinodal 

decomposition occurs for the spatially discrete Cahn-Hiliard equation.

Our approach in this paper is as follows. In chapter 2 , we will consider a lin­

earization of (1.1) at the homogeneous equilibrium it0 =  m. For this linearization, we 

derive a probability estim ate for when an initial condition starting inside a certain 

ball will lead to spinodal decomposition, and we derive a wavelength estimate for 

spinodally decomposed states depending on the param eter e. The results for the lin­

earized equation give an idea of what is to be expected for the nonlinear equation. In 

the th ird  chapter, a similar probability estimate is proven for the nonlinear equation, 

using three basic assumptions about the domain f2 and the nonlinearity f{u).  Next, 

we follow up the analysis of the spatially discretized equation with a discussion on 

time discretization of the equation. In this discussion we describe the Crank-Nicolson 

m ethod as well as a splitting method due to Eyre [17] for solving the problem. Then 

we follow up these theoretical results with a numerical analysis of (1.1), in which we 

juxtapose these two methods, and get a better idea of how well our theoretical results 

hold in practice. To conclude this thesis we discuss our results, compare the theory 

derived in the second and third chapters with the numerics done in the fourth, and 

discuss the two discretizations explored throughout.

In order to accomplish this, we consider both the continuous Cahn-Hilliard equa­

tion as well as the spatially discrete equation. Much of our analysis depends on the 

eigenvalues for the Laplacian operator, and our approach is to show th a t the eigen­

values of the discrete Laplacian are almost equal to the eigenvalues of the continuous 

Laplacian. In doing this, we can use many of the results derived for the continuous 

problem to make conclusions about the discrete problem.
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C hapter 2 

TH E  L IN E A R IZ E D  E Q U A T IO N

The ideas in this chapter are based upon the work done on spinodal decomposi­

tion for the continuous Cahn-Hilliard equation, found in [25]. We begin our analysis 

by first considering a linearization of the Cahn-Hilliard equation at a homogeneous 

equilibrium uq =  m, where m  is contained in the spinodal interval, i.e. / ' (m )  > 0 . 

This linearization is given by

vt = —A(e2/ \v  +  f ' ( m ) v ) :\/x € Q, (2 .1)

with the Neumann boundary conditions

dv _  d A v  
dv dv

=  0,Vx <E â û .

Though results similar to those obtained in this paper may hold for different boundary 

conditions, these will be the only boundary conditions considered, hence, they are to 

be assumed whenever they are not stated.

2.1 Spectral A n alysis

First, notice th a t because of the previously discussed mass constraint on the 

Cahn-Hilliard equation, the linear operator associated with the problem given in



6

(2.1) is acting on the space

X  := jw £ L 2(ÇÏ) : J  udx = 0 j  . (2 .2)

Before we consider the spatially discrete version of this equation itself, we must first 

understand the Laplacian operator for both the linearized discrete and continuous 

problems.

2.1.1 T he C ontinuous Laplacian O perator

We start with the continuous Laplacian as we take into account our first lemma, 

which is built upon the ideas of Courant and Hilbert [11].

Lem m a 2.1 Let Q, C lRd, for  d E {1, 2,3}, denote a bounded domain with piecewise 

C l -boundary, such that if  d = 2, then Q is a two-dimensional rectangle, and if  d = 

3, the Q, is a three-dimensional rectangle. Then the spectrum of the operator —A 

consists of an infinite sequence of real eigenvalues, 0 < Kq < ^  oo with

corresponding normalized eigenfunctions ^ i, ^ 2» ••• that form a complete orthonormal 

set in X .  Furthermore, if  Nd{X) denotes the number of eigenvalues less than \  £ IR, 

then we have

=  (2.3)

where T ^ (f2 )  denotes a standard Euclidian volume, and the constants Cd are given 

by ci =  1/tt, C2 =  1/47T, and eg =  I/Gtt2.

Proof: For d = 1 , we can assume th a t f2 is the interval [0, a}. Then for the eigenvalue 

problem

A ÿ  +  Kip — 0 ,
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with the boundary conditions

S<»> -  £<•> -  »•

it is well known th a t the eigenvalues are given by

2k2
f ^ k  — TT 3 a*

where A; =  1, 2 ,3 ,..., and the corresponding normalized eigenfunctions are

[2 kirx
W k  —  \ l  — ' COS .V c l a

So, Ni(X) is precisely equal to the number of lattice points with integral coordinates 

on the line, 7r2(x2/ a 2) =  A. Thus,

VXox  = ------
7T

and we can write
ATi(A) _  a

Æ  A1/2 71-'

For the case d =  2, we consider the rectangle [0, a] x [0, 6]. Here, the eigenvalues are 

given by

K M _ 7 r  +  

with corresponding normalized eigenfunctions

f T  klTXi £7TX2
V k ,£  ~  \  — T ' COS------------- c o sV ab a 0

■ /-r- -
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for I E IN. Thus, A^(A) is equal to the number of lattice points with integral 

coordinates in the sector of the ellipse

x
aÀ

y
b2

X
TT

in the quadrant x > 0, y > 0. For large A, the area of this sector is arbitrarily close 

to the number of lattice points in it. Now,let there be a unit square above and to the 

right of each lattice point. Then this sector of the ellipse is contained in the region 

formed by these squares, and if we omit the squares that the ellipse passes through, 

and let the number of these squares be i?(A), then the remaining region lies entirely 

inside this sector of the ellipse. The area of the sector is given by

V ■x dx,

where

a 2 =  (Aa2)/7r2 (2.4)

and

Evaluation of this integral gives

V  =

^  =  ( A 6 2 ) /7 T 2

x

and since a/3 = (Xab)/7r2 we have

a/3
+  —  arcsin — 

2 a
ap7r
' J ' '

(2.5)

V  =  X
ab
47T



Thus, we can write the inequality

^ (A )  — Æ(A) < A—  < N 2(X),

which gives us the asymptotic expression

N 2{\) abhm — ^  .
A—>00 A 47T

Now, we approach the case when d =  3 in a similar manner. First, notice tha t the

eigenvalues for this case are given by

2 f  k2 £2 m 2 \
Kk'e'm =  ^  ( ^  + ¥  + ^ ) '

and corresponding normalized eigenfunctions are given by

/ 8 kirxi £7rx2 mnxs
1pk,l,m =  V T  * C0S--------- COS ——-  • COS--------V aoc a b c

for k , £ , m  £ JN. The volume of the ellipsoid

x 2 y2 z2 
-2  + p i + - 2 = 1’

where a 2 and (J2 are defined in (2.4) and (2.5) respectively, and 7 2 =  (c2A)/7r2, is 

given by the double integral
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If we let £2 — 7 2(/32 — y 1)/(52 and {/y x ) /a  ~  £ sin then we can rewrite this integral 

as

V  =  ~  f Q f Q (C2 ~ C2 sin2 0s) 2 f cos OdOdy.
a  pP f^ /2 
7

Since 1 — sin2 0 =  cos2 0, we have

Thus,
y  =  a / ? 7 7 r  =  A 3 / 2 a 6 c

6 Gtt2 ’

and following the same procedure we used for the case d =  2 , we get

TVs (A) _  abc 
A3/2 "67T2'

completing the proof of our first lemma, o

This brings us to the eigenvalues of the linear operator associated with the linearized 

Cahn-Hilliard equation.

L em m a 2 .2  Let Ae be the linear operator such that

A ev =  —A(e2Av  +  f ' (m)v) ,  (2.6)

and A e is acting on the set

D{Ae) =  j u  €  X  n  H 4(Q) : ~ { x )  =  ^ ( i )  =  0 , Væe  d f i l  ,

where X  is given in (2.2). Then —Ae is a self adjoint sectorial (cf. [21]) operator. 

Furthermore, the spectrum of A e consists of real eigenvalues Ai > A2 > ... —»■ —00
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given by

Ai :=  -  e2Ki)

f o r i  6  IN, and the corresponding eigenfunctions 0 1, 02 ,--- are formed from the eigen­

functions 'ijji given in Lemma  2.1.

Proof: First notice tha t using the L 2 inner product

r d
(u, v) =  J  u(x)v(x)dxy

we get

(—A eu, v) — c2 [  u""vdx +  f{nr i)  [  u"vdx.
Jo Jo

Now, it is well known that
r a  ra
/ u ’vdx  =  / v 'udx  
Jo Jo

and

Jo Jo

whenever u'(x) =  u " \x )  =  0 for x G d$l. Notice tha t Q in this case is the interval 

[0, a}. This implies that

(—A eu,v)  = (u, —A €v ) .

Following this same procedure for higher space dimensions yields the same result; 

thus, the linear operator — Ae is selfadjoint.

Since A e is given by (2.6), we can use the eigenvalues for the operator —A that 

were found in the proof of Lemma 2.1 to obtain

A ev — - A ( e 2Av  +  f ' (m)v)  =  Ki(f'(m) -  €2Ki)v =  Nv
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for i E IN. Thus, the eigenvalues of the linear operator Ae are given by

and will have the ordering Ai >  À2 > ... —> —0 0 . This ordering implies that the 

spectrum  of —Ae is bounded below, and according to Henry [21], since — Ae is also 

a self adjoint densely defined operator in a Hilbert space, —A€ is sectorial. This 

completes the proof of the lemma, o

We can now make three im portant conclusions based on these two lemmas. First, 

using the definition of A; given above, and the assumption that f'{rn) > 0 , we can 

conclude tha t the eigenvalues of the operator Ae are zero when =  / '( m j/e 2, negative 

when Hi > / '(m ) /e 2, and positive when 0 < /q < / '(m ) /e 2. Thus, the homogeneous 

equilibrium uq =  m is unstable whenever

Finally, we can conclude tha t the largest eigenvalue of the operator A e is half way

Using these results, and the result from Lemma 2.1 we arrive at our next conclusion. 

As c — 0, the dimension of the unstable manifold is of the order

/ ' (m Y ^C d V o l^  (Q)

between the points where the eigenvalues are zero. Hence, if we choose /c* =  / /(m )/2e2 

then the largest eigenvalue of A e is bounded by

(2.7)
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2.1.2 T he D iscrete  Laplacian O perator

W ithout loss of generality, let Q = [0, l]d. Now we compare the results for the 

continuous problem to the discrete Laplacian operator in one space dimension which 

is given by
1 JL

(2 .8)n 2/ \ nu(x, t) = — ^ 2  u(xj+i, t) -  2u{xjl t) +  u (x j - i ,  t)
j=o

with

u(x - i )  = u{x0) ,u{xn) =  u(xn+i)t

where n is the number of partitions on the interval [0,1], and h = 1/n. Here, Xj 

represents a specific grid point on the interval. In order to find eigenvalues and 

eigenvectors for this operator, we consider the eigenvalue problem

- n 2An(£ =  n<P, 

u (x - i )  = u(xo),u(xn) = u(xn+1),

which is equivalent to

1
h 2

- 1

1

1

- 2  1

1 - 2  1

1 - 2  1 

1 - 1

f x

<Pi 

<P2

tPn-l

Vn

= I1

V n - l

(2.9)
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where A„ is the symmetric tridiagonal m atrix given in (2.9), and ip € lRn+l. It is 

well known tha t the eigenvalues for this matrix are given by

^ / H 1 - 008 G r r i ) ) ’ ( 2 i o )

and the corresponding normalized eigenfunctions are given by

for j  = 0 , 1 , n, and 0 < k < n.

In order to understand the asymptotics of fij and pj,  notice th a t

cos (̂ tt) = 1 ™ 5 (^ri) +èGrrï) +°(n'6)’

which leads us to

Since we have Kj = (jtt)2, we use the Squeeze Theorem to get pj  —> Kj as n — oo. In 

addition, the normalized eigenfunctions for the continuous case given in Lemma 2.1 

can be written as

1pj(x) — CCOS (jTTx) 

for some constant c, which implies th a t we can write in the form

^  ^  (^ tt)  •

Notice that similar results hold for the higher space dimensions d =  2,3, where the
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eigenvalues and eigenfunctions are obtained from the eigenvalues and eigenfunctions 

for one dimension as in the proof of Lemma 2.1. Now we consider the following result 

which relates the eigenvalues of the discrete Laplacian to those of the continuous 

Laplacian.

L em m a  2.3 Let 0 < p <K 1, and suppose 0 < (j t t ) 2 < 6pn2 and n > § ! p .  Then the 

eigenvalues of the continuous and discrete Laplacian operators, given in Lemma  2.1 

and (2.10) respectively, satisfy

P ro o f: From (2.11), we see that

H j  -  K j
n

n +  1
„2

4! xn +  1

which implies

1 +  1 -
n

From this it follows that,

n +  1 

1 | < p i f

i  -

n
77 +  1

<
2 ’

(2 .12)

and
n

4! 7 ( n +  I )4 -  2

First, notice that (2.12) is true if

(2.13)

2tt +  1 p
(n +  I )2 -  2 ’
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or equivalently,
(n +  l)2 ^  2
2n +  1 p

Clearly, this is satisfied if
n 2 2 6

n >
6n p p

Now, consider (2.13). Clearly, it is satisfied if

and since we have ( jtt)2 <  6pn2, this statement is true, o

The next step in our analysis is to consider the eigenvalues of the spatially discrete

Cahn-Hilliard equation, linearized at it =  m. We can write (1.1) in spatially discrete 

form as

ii =  —n 2A n (e2n 2A nu +  /( it))  . (2.14)

Here and throughout, we define ù = du/dt.  Now, if we define the linear operator Ae 

by

Â €(p = - n 2A n (e2n 2A nip +  /'(m )(p) , 

then the eigenvalues for the discrete linear operator Ae are given by

— ÇifJ'j) = ( —e T  /  (tti))

for one space dimension, and since Kj ~  pj, we have Xj ~  Çj.

In order to better understand the linearized equation, we briefly discuss the 

solutions to the abstract equations for both the discrete and continuous cases, which
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will be useful in our analysis. The continuous abstract equation is given by

vt =  A ev, (2.15),

t>(0) =  v,

and we know from Lemma 2.2 th a t this equation generates an analytic semigroup 

S e(t), cf. Henry [20]. Hence, the solution of problem (2.15) is given by v(t) = Se(t)v, 

and we can write ÿ as a Fourier series given by

oo

V =
k=l

where the set {(/>k} is orthonormal and (•, •) denotes the scalar product in L2(Q). 

Therefore, the solution of (2.15) is given by

oo

V{t) = 
k=l

for all t > 0, cf. [25].. Similarly, for the discrete equation

v =  A €Vj

we have

and

for all t > 0 .

y = ^2 (y ,^k )^k ,  (2.16)
fc=l

y(t) = ^2  e ^ i v ,  Vk)Vk, (2.17)
k=i
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2.1 .3  The D om in atin g  Subspace

Let Y  be the space for the discrete problem corresponding to X .  Then we define 

the dom inating subspace of Y  in the following way. First, notice tha t Y  = lRnd and 

£ (2 / '( ra ) /e 2) < \™ax. Fix constants 7  ^  - 1  < 0 <C 7 ” < 7 + < 1, and consider

those values of e >  0 such tha t the spectrum of Ae, defined by cr(Âe), is disjoint from 

the set {7  , 7 ~ ,7 + } • A™ax. This allows us to divide the spectrum of Â € into four

parts such that

a ( Â e) =  CTe U a f  U <7+ U

where a ~ -  =  ct(Â£) n  ( - 0 0 ,7  ), a~ = a (Â e) n  (7  , 7 “ ), cr£+ =  cr(Â£) n

and <ĵ "+ =  a'(Ae) Pi (7 +, 00). Hence, if we let Ye , Y ~ : Y€+: and Y++ be subspaces 

of Y  th a t are generated by the eigenfunctions of A e corresponding to the eigenvalues 

in cre , <j ~  , <j+, and <7++, respectively, then we can write

Y  =  Y ~ -  © Ye~ © Ye+ © Ye++. (2.18)

Furthermore, if v \ JR  —>• F  is a full orbit of (2.14), then we can decompose v(t) in 

the following way:

v(t) = v — (t) +  v~(t) +  v +(t) +  y++(t), (2.19)

where the superscript on v corresponds to the appropriate subspace of Y.  In addition, 

since X  is the space on which the continuous problem is acting, we can define a similar 

decomposition of X .  Specifically, we can write

% =  © % - © % + ©  X + + , (2 .20 )
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where X e is infinite dimensional. Notice th a t as n —> oo, the discrete problem 

approaches the continuous problem, and the subspace Ye is of considerably higher 

dimension than that of the other subspaces.

It is im portant to be careful here because it could happen that contributes 

to y++, but Kj contributes to X e+ . Nevertheless, the difference between eigenvalues 

for the discrete and continuous operators can be controlled, and this is shown in our 

next lemma.

L em m a 2.4 Suppose

for all j .  Then \ / i j / k,j — 1\ < p for  0 < p <K 1. 

P ro o f: Inequality (2.21) implies '

and by (2.22) Kj < 6pn2. An application of Lemma 2.3 completes the proof of the 

lemma, o

Note th a t this result does not rely on the specific finite difference discretization 

being considered. However, the analysis here does rely on having good approximations 

to the eigenvalues of the discrete Laplacian operator. In fact, a similar analysis should 

follow, using the same procedure used here, for other spatial discretizations, including 

non-uniform finite differences, collocation, and finite elements.

n > max (2 .21 )

and

Kj < (2/ '(m )) /e 2 (2 .22)
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2.2 D ynam ics o f the Linear P rob lem

Our purpose here is to study the stability of the equilibrium point m.  Recall

that positive eigenvalues imply instability, and negative eigenvalues imply stability.

We will show that, even though the stable subspace, given by Ye ® Y ~ , may be 

of considerably higher dimension than that of the unstable subspace Y+ ® Ye++, 

especially as n -> oo, Ye+ ® Ye++ is still the dominating subspace. In other words, 

an orbit starting close to the equilibrium will exit a certain neighborhood of that 

equilibrium close to the subspace Y€+®Ye++. When this happens, we observe spinodal 

decomposition.

2.2.1 C hoosing a S p atia l M esh

From Lemma 2.4, we conclude that all eigenvalues contributing to X ~ ,  X+,  

and J*f€++ are p-accurate, meaning th a t they are almost equal to the eigenvalues 

contributing to Y~,  Y+, and Ye++. This, along with Lemma 2.1, gives the following 

estimates for the dimensions of the subspaces of Y

dim Ye++ ~  d im X ^ + ~  e~d

dim Ye+ ~  dim X e+ ~  e~d

dim Y ~  ~  dim X ~  ~  e~d.

It is clear that, due to the infinite dimension of the subspace X e , we begin to 

loose the p-accuracy of the eigenvalues corresponding to the Y ~  or Y£ subspaces 

depending on our choice for n. In other words, if we let pJy and /cJz be the j th  

eigenvalues corresponding to Y  and X ,  respectively, then we obviously do not have
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fJ'jy ~  /Cjz as j y —>• n and j x oo. This leads us to some im portant results concerning 

our choice for n.

We must consider the following two cases. First, if we take n ~  1/e, then we 

have Y  =  Te++ © ® Y ~ , and

dim T€++ ~  dim Y *  ~  dim Y/- ~  e-d ~  n d.

Thus, we need only define Ye++ and Y+  because only these two subspaces are p- 

accurate. In the second case, if n >  (c/e), where c >  1 is some constant, then the 

discrete problem is a better approximation of the continuous problem and we have Y  

given by (2.18). In particular, we need the subspace Ye and the dimensions of the 

subspaces are

dim r e++ ~  dim Y *  ~  dim Y ~  ~  e~d

and

dim Yç ~  nd >  e-d .

However, all eigenvalues in Ye++, Te+ , and Y ~  are p-accurate.

As we consider these two cases, we will need the following propositions, which are 

based on C l and C2 in [25]. Before we present these claims, we must introduce the 

following notation. Letting u be a full orbit of (2.15), we denote the initial condition 

corresponding to this orbit by ÿ =  v(0). In addition, let B r (0) be a ball centered at 

zero with radius R,  and suppose that this orbit leaves the ball B R(0) at tim e t* > 0. 

Then we let v* =  u(t*) denote the point where v(t) exits the ball B R(0). Furthermore, 

we can decompose v and v* analogously to (2.19).

P rop osition  2.1 I f  r < (p-R-7" ) 1̂ 1-7 \  then ||u*’ || < g. In other words, every

orbit starting in Br (0) has a small Y€ -component upon leaving B R(0).
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Proof: Since v 6  Br (0), we have

oo
II <  r

k—l

by (2.16). Using this and the fact th a t the largest eigenvalue of A e is bounded above 

by A^ax of (2.7), and tha t

K m i  = 5 3  expAt T‘ {v,(pk)tpk
k=l

=  R

by (2.17), we have

R  < e
^rnax. j i .

k = \
< re XT-ax T*

Because 7  < 0 ,  this gives us

R \   ̂ /y-- \max .rn*
7 )  ' ■

Now, due to our choice for r, we have

which implies tha t

K '- 1 ||S£— (T*)t;— 1| < re-i~x™* r  < r ( y )  <  Q,

and verifies Proposition 2.1. o
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P ro p o s it io n  2.2 Let r be as in Proposition 2.1, and suppose that v G Br (0) such 

that

||ÿ+ + ll > Æ e l ï r i r ,

where 7  =  then the orbit through v exits B r (0) near the dominating subspace 

Ye++ © Y+. Thus, we have ||^*,_ || <  Q-

P ro o f: Using the spectral representation for v given in (2.17), we derive the estimate

h + + WII < ^ “ “ ‘ 11̂ -11

for all t < 0, which implies 

Using (2.17), we can also derive

IK M II

for all t < 0 , which gives

for all t < T * .  Thus, if we let t =  0 , we obtain the estimates

IliTlI - e7"'-'1™"'1" >  l|y*'"ll

and
||e++ ||e-T+*.~T- <
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which is equivalent to

||£++||7-/7+e-7-A?“ xT* < ^7-/7+

and, by our assumption on v, we have

7- / 7+

v 11 < 0

This implies the estimate

7 - / 7 +

^ ’"11 < Ill'll -e7
'Xrnax ,T -

and completes the proof of the proposition, o

For the first case n ~  1/e, use Proposition 2.2 to get ||ÿ*, - || < g. The second case 

with 72 >  c/e is similar to th a t of the continuous case, hence, we can use Proposition

2.1 and Proposition 2.2 to get ||ÿ*’ || <  g and ||ü*, - || < g. Thus, the Ye and the

Y -  components of an orbit are small at exiting, and we can ignore the effects of these 

spaces.

2.2 .2  P rob ab ility  E stim ates

The Propositions 2.1 and 2.2 imply th a t most orbits starting inside a neighbor­

hood B r (0) will leave a larger neighborhood B#(0) close to the dominating subspace 

Ye++ ® Y€+, because the effects of Ye and Y~  are small. Since most orbits will be 

within a distance g from this subspace, they will behave similarly to those functions 

in ye++ © Ye+. Thus, an understanding of the functions in the dominating subspace 

will give a better understanding of functions whose initial conditions start close to the
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equilibrium. It was shown that the subspace Ye++ ® Ye+ is spanned by the functions 

cos(kirx) or a superposition of these functions depending on the dimension of the do­

main fh According to [25], we can show tha t for some constants ci and c2 depending 

on 7 ~ and

Ci- < k  < c2 —. 
e e

So, the average size of nodal domains is of order e. These ideas fuel our discussion 

on the wavelength of spinodally decomposed states, but first we must determine how 

often an orbit will be close to the dominating subspace.

The question now is with what probability does an initial condition, originating 

inside Br (0), lead to an orbit th a t will exit B #(0) within a ^-neighborhood of the 

dominating subspace Ye++ ® Ye+ for a sufficiently small constant g? Before we can 

address this question, we must first define the measure to be used on the space 

Y  — Y -  © Fe+ © Y++. If we take an orthonormal bases { '# i,#2, ..., i9n} in Y , where 

N  is the dimension of Y ,  then the image of the A^-dimensional Lebesgue measure on 

]RN under the mapping

N

JRn 3 ( A ,A , . . ,A )  e  Y
i = l

‘which is an isometry, will be denoted by where 1RN is equipped with the

Euclidian scalar product. Furthermore, let Gr C B r be the set of all initial conditions 

starting in B T th a t correspond to orbits which exit B r  close to the dominating sub­

space. Then we can define Mr := B r \  Gr to be the set of all bad initial conditions 

which exit B r  away from the dominating subspace. Using this convention, we want



to show that, for some 0 <C p < 1,

Y m ^ Z P -  (2-23)

In order to accomplish this and answer the posed probability question, we turn to the 

following theorem, which is equivalent to Theorem 3.1 in [25].

T heorem  2.1 Let j3:rj G (0,1) be fixed, define h(s) = hp^(s) := fix C* > 0,

and let k,£, and m  be arbitrary natural numbers with £ < C*k. Define the set

M e := { ( x ,y , z )  € B ls C R k x R e x  M m : | |i | |  <  h(\\y\\)},

where

S- :=  { x ^ R ' - .  ||x|| <  e] ,  (2.24)

for i = h + £ + m, Q > 0, and || • || denotes the standard Euclidean norm. Then

for all 0 < g < Qo with

l-r?
,0  := (m in { r J 5 5 -, ( ^ ( 1  -  S2)c-/2dS)  } )  > 0 .

P ro o f: Suppose that m > 1, and let 0 := (||a; ||2 +  ||p ||2) ^ 2. Then, if we let d B  be the 

boundary of B  and define the set
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we can use the definition of B lr in (2.24) to get

Using Fubini’s theorem,

T »  (M e) =  f °  T(*+<> ( Me)  ■ T (m) ( s ™ ^ )  (2.25)

where denotes the surface area on the sphere d B Le. Notice tha t we have 0 < ||j;|| <

9, and ||y|| =  yj92 — ||:r||2. Then, for arbitrary (x, y )  G Mo, we have

o < ||x|| < MIMI) < h (^je2 -  INI2) < h{6),

and if we define the set

Me ■■= {(%,%) € d B k+e : ||x|| <  /i((9)} , 

then it is clear that Mo C Mg, and

(Mg) <  (M ,) . (2.26)

Now, in order to perform the integration T[k+e  ̂ on (Mg) is explicitly, define the vector

t  by

t  := [t\, tg, . tq\

such th a t g =  /c 4 -1 — 1 and

\t\, th, tfc+i) •••) tqi y(\ — [^-ii •••■> ■> y i ? •••) ytli
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and let T) be the region given by

D  :=  j i  G JR’ : 0 <  ||t|| < 0 , 0 <  ^  j  <  h(0 )

Then, using standard techniques for surface integrals, we get

9
:dqt.

For this we have assumed that 0 <  0 < go- Thus, if we let

<3 = min{ îT 2c : - (r (1- s2)C'/2ds) }•

then
i / j?

^  =  i  =  p - V n t f i - iV t i  =  <  Q, (2.27)

and since 1 /(1  +  2C*) < 1 for any C* > 0 , we have Q <  1 , which implies that 

h(9) < 6. Now, an application of Fubini’s theorem and the standard integration 

formula for surface area of rotationally symmetric functions, gives

i T < * «  ( M .)  =  t r ‘  f ' " ’ -  l ) r ‘-> j f
y / 6 2 — S 2 — (J

for I > 2 , and

for ^ =  1, where := (B*)
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Consider the case when I  >  2 , where we have

r r >  ( * , )  -  ^  (2 .2=)

and a similar derivation gives

T ( ^ ,  (d B r .) =  2*Tf (< _  ^ Ç _ ^ dads. (2.30)

In order to estimate (2.29) in terms of (2.30), we define the function <£ : IVq —> jR+ 

by
/•l c1

$ ( t )  =  I  v C T d s -

Then a simple variable substitution yields

, 4 (t)  =  r  =  i r  . ds = r *
J o  \ / l  — 5  Vo — ( g / r )2  yo x / r

:ds.

Hence, if we let r =  \ / ^ 2 — s2, we get

*/i(y) ry/d2- s 2 f hie) ■ ■ e~2
[  f  5 - J L z J — ^ d a d s  =  $ ( £ - 2 )  f  (j)2 — s 2) ;

7o J o  -  s 2 -  a 2 ^yo \  /

=  -  2) Jom/S ( l  -  s 2)  ^  s* " 1^ ,

which implies

T (*+<) (A fg) =  2kT?(e -  l)r^~19k+t~1̂ (£ -  2) J°  ( l  -  s2) ^  s^ds,
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where © =  h(6)/Q, and similarly we can rewrite (2.30) to read

X(*+*) ( d B ke+l) = 2krk (£ -  l )T‘- lek+e- ^ ( e  -  2) [  ( l  -  s2) ^  s ^ d s .  (2.31)

Now we need to estimate / 0® (1 — s2) 2 sk~1ds in terms of Jq (1 — s2) ”  sk~1ds. An­

other variable substitution gives

f oè  ( l  -  s2) ^  sk- 'd s  = & £  (Ô s) * " 1 ( l  -  (© s)2)  ¥  ds. (2.32)

For fixed s in the interval [0,1], define a function gs : [©, ©1/2j —> IRq", such that 

gs(0)  is the integrand on the right hand side of equation (2.32), i.e.,

9s(x) = (x s )*-1 ( l  -  (x s)2) 2 • (2.33)

Notice here th a t 0 < © < 0 ly/2 < 1, because h(9) < 9, which follows from (2.27). 

Now, we want to show tha t gs is monotonically increasing with respect to %. Taking 

the derivative of gs with respect to % gives

g's(x) = s(k -  l ) (x s )*-2 ( l  -  (xs)2) 2 -  s(e -  2)(xs)k ( l  -  (xs)2) 2 

=  s(k  -  1) ( l  -  (xs)2) 2 ( l  -  (xs)2) 1 ( (x s )t-2  -  (xs)*)

-  s ( e - 2 ) ( x s ) k ( l - ( x s ) 2) ^

=  s(k -  l ) ( x s ) k~2 ( l  -  (xs)2) 2 -  s(fc -  1 +  e -  2)(xs)* ( l  -  (xs)2)

=  s (x s )*~2 ( l  -  (xs)2) 2 [ ( k - l ) - ( k  + e -  3 )(xs)2) .

Consider the case with i  > 2 and k > 2. Then, for all s € [0,1] and x 6  j©, 6 1/"2] ,



Since C* > 0 and 2 — & < 0 , we have 2/C* > 2 — k, which implies that

C*k — 2 <  2C*/c — 2C*, 

and using the assumption tha t £ < C*k gives

Thus,

{k — 1) — (k -\- £ — 3)(x s )2 ^  — 1)^1 — (1 +  2C*) 0^  > 0 ,

which implies g's(x) > 0; thus, gs is increasing with respect to %. Hence,

> Q J  (Gs) ^1 — (© s)  ̂ ds,

and, with (2.31), (2.32), and (2.33), we obtain

M  < @i/2 = . m
r ih+e) (dB$+e) V 0 ’

for all 0 < 0 <  £o* Therefore, (2.25) and (2.26) give

T <<> (Me) < J J  T<fc+£) (Me)  - T<m> ( b ^ - ^ )  dd



32

s r  / r  • t -*+<) k +<) •T(m> (bv ^ )  de 
< . T(.) (B.) ,

for ail 0 < ^ < ^0) and the theorem is proved for ^ > 2 and k > 2.

Now we can prove the remaining cases in a similar way. Consider the case 

£ >  2 and k = I. Then we need to estimate / 0® (1 — s2) ^ -2^ 2 ds in terms of 

Jq (1 — s2)(*~2}/2 ds. Notice th a t

f  ( i - j » < I 6 u ,  = e - 11 ( i - J *.
Jo  ̂  ̂ Jo yJL (1 _ g2) -i- dg

Since £ < C*k, we have £ — 2 < C*, and a calculation similar to that of (2.27) implies

j f '  ( l  -  i f )  ^  ds >  V 0 ,

for all 0 < 0 < pQ. Thus,

f é u s  < ë ■ ~  s2)7 ds < ' J è [ 1 ( i - s ^ d s ,Jo -  fl /I _  ~  Jo K >fo1 (1 -  s2)“  ds

and the result follows as in the previous case.

Now consider the case £ = 1 and k > 1. By equation (2.28), we have

r r e)(M o)= UT*e> ‘ f o9 ^ L = d s ,

and

T<*+<) (dB |+<) =  2fcr*9k £  -JL=L=ds.
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In order to estimate the quotient of these integrals, we apply a change of variables to 

get

/ > - '  ( i  -  ‘2f < “  M "  ( i  -  M T ' k

and notice tha t the integrand of the second integral here is gs (©) defined in (2 .33) 

with £ = 1. Also notice that our previous calculation of g's(£) follows regardless 

of our choice for £. Hence, gs(^) is monotonically increasing for all s G [0, Ij and

f  G 0 ,Vêl , which gives the estimate

6 £  (ês)*-1 (l -  (0s)2) 11 ds < ê 1/2 f  S -  (l -  s ^ d s

for all 0 < (9 < qq, and the result follows as before. This completes the proof of the 

theorem, o

Notice that our definition of Mr , along with the result of this theorem, implies (2.23).

2.3 W avelength E stim ates

Now we are left to consider the wavelength of spinodally decomposed states. In 

general, when considering a cosine wave of the from

y = Acos(kx),

we can use a standard definition of a wavelength £ given in general physics by

i -  —
k ’

where k is called the wave number. Recall th a t the eigenvalues for the continuous 

case are given in the proof of Lemma 2 .1, and have the form (jtt)2. Thus, we can
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write the wavelength for these eigenfunctions as

2 2tt 2tt

jir y/K]

Now we need to derive a result similar to this for sums of eigenfunctions. Furthermore, 

remember th a t the dominating subspace X e+ 0  X + + is generated by all eigenfunctions 

of Ae corresponding to the eigenvalues in cr++ U cr+ , and by Lemma 2.2 these eigen­

functions are also eigenfunctions of —A corresponding to the eigenvalues Ky, which 

are sufficiently close to /c™QX. Since the eigenfunctions for the discrete case are given 

by (2.10), we can make our arguments for the continuous eigenfunctions. In fact, all 

we need to guarantee is that
yTnax

Ti <  < 72, (2.34)

for all Kj with 'ipj E Y+ 0  Y'e++, where we define

0 /yi <[ 1 CLTid 0 1, (2.35)
72

and we derive

li™ax = 4/e2

from equation (2.10). Notice th a t it is essential to use Kj in this inequality because 

we want to use the wavelength estimate for the continuous case. The following lemma 

gives us this result.

L em m a 2.5 For 71 and 72 given by (2.35), there exists 7 " and p with 0 <C 7 ~ < 1

and 0 < p <K 1 such that (2.34) holds.
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Proof: Consider all j  with >  7  A^ax. These are the eigenvalues tha t contribute 

to Ye+ 0  Ye++, which implies th a t

I -  S < n max
H'e

for 6 >  0 such that £ =  £ ( 7  ) —>• 0 as 7  —> 1. Thus

< K j  -  f l j

..maxH'e
+ ..max

H'e
-  1 <

..maxH'e fij

and if 0 <  p 1, then

_Ü2____1 < 2&

Therefore, Kj/ p ^ az € (1 — 2<5,1 +  25) and (2.34) is a direct result of this, o 

We want to establish a notion of wavelength of order c for functions in the dominating 

subspace X +  0  X €++, and our first step to doing this is in the following proposition, 

which follows from Proposition 4.3 in [25].

P rop osition  2.3 Let Tp > 0 be an arbitrary element of the subspace X f f  0  Àr€++ such 

that xp — Ez€x Pi'ipi, where Pi € M  and X is the interval with X f  0  =  s p a n ^ i  :

i € T}. Suppose B t{xq) is contained in a nodal domain of pj, so that for some n  E IN, 

(xq) E Q, and r > 0, we have ip E Br (x0) C Q C iRn. / / ^ i  =  Pi'ippXo) and v = Vi is 

the unique solution of

v" + L p - v ’ + K i V  = 0 (2.36)

for t E (0, 00), with initial conditions u(0) =  1, and v'(0) =  0, then

Tp(t) := 53 hivi (y/iüt) > 0 
i e i

(2.37)
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for all t G [0, r).

P ro o f: Using the Haar integral, define the function

^{x) = \m\ ( 1 +xo) ds
for all x  G Br (0). Since the structure of the function xjj implies tha t it is symmetric 

about xq, clearly ÿ(x )  is radially symmetric. Thus, ÿ  depends only on |x|, which 

allows us to define a function : [0, r )  —>• iR by := 'ip(x) for all x  G Br (0).

Notice here th a t ^ (x )  > 0, since ^  > 0 on B r(x0) implies ^ ( x  +  x Q) > 0 on Br (0). In 

a similar way, we have symmetric eigenfunctions ifi, which lead to radially symmetric 

functions ^  : Br (0) —)► 1R and in turn  give us the functions ^  : [0,r) —* iR given by 

^ ( l^ l)  := Tpi{x). Notice here tha t the functions ^  are eigenfunctions of the linear 

operator —A on Br (0). This implies ^  is a solution of the differential equation 

given in (2.36) with initial conditions u(0) =  ^ { xq) and 7/(0) =  0, and consequently 

'ipi = il)i{xQ)Vi where Vi solves (2.36), which furnishes (2.37) and completes the proof 

of the proposition, o

It is well known th a t the solutions v{t) of the differential equation given in (2.36), 

are given by

V(t) = (y/Zit) =  Bd{t)

for t > 0, cf. Lauterbach and Maier [24]. Here J u{t) is the v-th. Bessel function of 

the first kind such tha t —> 1 as t  —> 0. In particular we have

Bi(t) = cost, B2(t) =  /70(t), and B^if) = (2.38)
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We want to show th a t if B r(xo) is in a nodal domain of some function in the domi­

nating subspace, then the validity of (2.37) implies r < Ke  for some K  G Zü+. This 

can only be done with some additional assumptions on the coefficients hi.

Before we present the theorems th a t give this result, we must first reformulate 

the problem. A rescaling of the variables such that t =  t^/jl  and f  = for

a  =  M r  7 7 2 , (2.39)

implies th a t (2.37) is equivalent to

£ 7% ( M t )  > o 
i€X \V  ^  /

for all t E [0, f). Notice here that

— E 
At

1 ,

as a result of (2.34). Thus we can write

^  =  1 4- (so%)

for all i G  Z, where s G  0, (72/ 71)1/2 -  1 and a  = (ai)ieI with a* > 0 and | | « | | o o  =  1- 

If we let

vs(t) -  53  ^«%((1 +  sai)t) (2.40)
iex

for t G  [0, f ) ,  then we want to determine if there is a constant K  > 0 such that, if any 

choice of the param eters ft, a, and s as given above, implies vs(t) > 0 for all t  G (0, r), 

then r < K .  We now look to two theorems that lead to this result, the first of which
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is based on Theorem 4.6 in [25] and the second is based on Theorem 4.8 in [25]. 

T h eo re m  2.2 Let hi = h f  — h j  such that

h f  =  max{0, hi] > 0

and

h~ = max{0, —hi} > 0,

and let I  a  IN be an arbitrary index set. In addition, choose So > 0, let s € [0, So], 

and let 6 > 0 be a constant such that 5 —> 0 os So —> 0 and

oc >  E  >  (1 4- a) E  >  o (2.41)
iei iei

for any choice of the coefficients hi. Then, for a  E M 1 satisfying >  0 and 

11Oi11infty = T the functions given in (2 .4 0 ) have a sign change at some point t* 

in the interval [0, 27r].

P ro o f: First define-

+ 3 0 t i ) t )
i&I

and

v f i t )  +sa i) t ) ,
iei

so th a t vs(t) =  v+(t) — v f  (t), and define

B ^ ( t )  =  max S d((l +  rf)t) > Bd((l +  sai)t)
77€[0,so]
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and

S™m(t) =  m in . Bd{{\ + T))t) < % ((! +  sa^t).
r?e[o,so]

W ithout any loss of generality, we can assume that — 1- This implies

(2 .42)

as well as

E  % - a r w  < (0  <  E  (2 .43)
iei iei

for all t > 0 and s € [0, s0]. Notice here that, by using (2.38) we get Bdifi) =  1 for 

d € {1,2,3}, which gives

«..(0) =  V+(0) -  y, (0) =  1 -  23 Ri > 0 .
i £ I

If we can show th a t vs(t0) < 0 for some tQ 6 (0, 27t), then we are done. Let tQ be the 

first positive local minimum of Again, using (2.38), we have 0 < t0 < 27: and 

Bd(t0) < 0 for all d € {1,2,3}. Using (2.42) and (2.43), we get

f,(;o) =  ^ ( fo )  -  (t,) <  ^ - ( t o )  -  E ;  ^ e r f t o ) ,
iei

and then using (2.41) we have

vs(to) <  B T ( t . )  - T . n - B r i t o )  <  - B r ( Q  ( —  -
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for all s 6 [0, SqJ. If we choose so > 0 small enough, then it is clear that we have the 

estimates S5riin(t0) < 0 and S5iax(t0) < 0. Thus,

and if we choose 8 such that

t ir 'u
then we always have vs(t0) < 0. In addition, we also know th a t — £<*11 —> 0 and

US™ — S j|| —> 0 as so —>• 0. Therefore, 8 can be chosen such that 5 —>• 0 as s0 -> 0, 

and this completes the proof of the theorem, o

T h e o re m  2.3 Define if) =  Pirfi where fa G 1R, and let be any element of the 

dominating subspace X f  © and suppose that the eigenvalues satisfy (2.34)-

Also, let 8 > 0 be a constant depending on j i  and 72 such that <5 —> 0 as 71,72 —> 1, 

and let (3 and be the vectors (A)zex and respectively. I f  either

l(A%WI 
P l l  • ll^„II

> 5 >  0, (2.44)

or

iex
> 8 • min  ̂ 53  M i ( x v) f > (2.45)

i e x -  i e x +

where I  andX + are the subsets o fX  with <  0 and fa'ipi(xo) > 0, respectively,

then the radius r of any ball B r (xo) in a nodal domain of satisfies

r < Trey/y^.
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Proof: Recall that by (2.39) we have n = yL™a x which gives

Thus, if we can show th a t Theorem 2.2 is applicable under the assumptions of this

theorem with 1 — X , and s0 =  ^ 72/71 — 1, then we can let f  < 27r to get

and the proof will be complete.

First, suppose th a t (2.45) holds. This condition is equivalent to

i e i  i e x

> ^ - m i n j - ^ ^  ,

I i e i  i G X  J

with = hi = h f  — h ~ , which immediately implies condition (2.41) of Theorem

2.2 for both ip and —ip, and gives the desired upper bound on r.

Next, suppose th a t (2.44) holds. Again, we only need to show th a t (2.41) is

satisfied and the proof is finished. Define

£ +  — =  53 /W%0%o) — E  ~PiïPi(xo) — E  ^  ”  E  =  (P’^xo),
iex+ iex- iex iex

where E + >  0 and E_ >  0, and assume that E+ > £_ ; otherwise we can consider —ip 

rather than  ip to get the same result. Now, we want to show that E + > (1 +  £)E_. 

This is obviously true if E_ =  0. Suppose E_ > 0, and without loss of generality 

assume \\/3\\ =  1. Then we have

2+  -  E_ =  ({3, 'tpxo) > Ô,



which gives

According to the definition of <5, we only need to show that £_  <  ||^(To)||, in order to 

complete the proof. Let P  be the orthogonal projection such th a t P  : JRX —> M x~̂ Xô 

with M 1  C 1R1 . Then we have

E_ =  <  ||f ( /) ) | | - | |P W z o ) ) | | <  ||* W )II,

because ||/?|| =  1, and the proof is complete, o

This theorem gives a bound of order e for the wavelength of functions in the 

dom inating subspace X +  ® X + +, but only with the extra assumptions (2.44) and 

(2.45). However, we can show that the theorem can be applied to typical points in Q 

(cf. subsection 4.3 in [25]). In order to reach this end, let ^  =  Y,i£i Pi^Pi =• #%, and 

suppose D is a subdomain of fl and I  C X. Then we have the approximation

M  L  ^ {x)dx *  M  /n * Ux)dx = M  S  01  (2'46)

If we assume that (2.45) does not hold for any point in B  := B r/2{yo)j then we have

f  &x ( x ) d x < P - m a x  [ f  ^ x - ( x )d^, JB ^x+(x )dx^ . (2.47)

Now let B  =  U/=i Bji where the subsets ê j  are disjoint and for all x  G Bj  we have 

I~  := T~(x),  for j  = 1, 2 ,..., J. Then an application of the estimates (2.46) and (2.47) 

yields
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Notice tha t the same can be done for i G X+(x), which implies

^  i e x  i e x

where 0 < 5 <C 1. This implies tha t the theorem is applicable at typical points in the 

domain fh Thus we have a bound of order e for the thickness of nodal domains of 

functions in X +  ® ^C++.
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C hapter 3 

N O N L IN E A R  D Y N A M IC S

In this chapter, we use our results for the linearized Cahn-Hilliard equation to 

aid in our analysis of the nonlinear equation (2.14), and derive a similar probability 

estimate as that given in Theorem 2.1. It has, in fact, been shown in [36] and [37], 

tha t the behavior of the nonlinear equation is governed mostly by its linearization, 

though we will not use these ideas here. The concepts of this chapter are based on 

the results proven for the continuous problem in [26]. We start with the following 

assumptions on the nonlinear term  /  and the domain f2.

A ssum ption  1 : Let Q C ]Rd be a bounded domain with d £ {1,2,3} such that 

Q =  [0, l]d.

A ssum ption  2 : Let —f  : JR ^  M  be a, C 4-function that is the derivative of a 

double-well potential, the standard example being f (u )  = u — u3.

A ssum ption  3 : Assume th a t we have f ' (m )  > 0. In other words, fix a mass m  € IR 

in the spinodal interval.

3.1 The A b stract E q uation

Rather than looking at the original equation given by (2.1) with mass constraint 

fftiidx =  m, we will rewrite the equation as was done in [19]. Consider a change of 

variables such tha t w ■= u — m. Then, after we replace w by u again, we can write
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the Cahn-Hilliard equation (1.1) as

ut =  — A(e2Au +  / ( m  +  u ) ) ^ x  E Q,

f  =  ^  =  o , v * € 9 n ,az/

with mass constraint f Q udx  =  0. Again, let the linear operator Â e be such that

Â eu = - n 2A n(e2n2A nu +  f ' (m)u) ,  

and let the nonlinear function F  : ]Rnd —> be given by

F (u) =  —n 2A nf(u) ,

where we have let

f (u )  := / (m  +  u) -  / z(m)u -  f ( m )  

and /(0 ) =  / z(0) =  0. This allows us to write (2.14) in the form

ù = Â eu +  F(u).  (3.1)

3.1.1 P rop erties o f the Linear O perator

Since fij ~  Kj for Ye+ and Ye++, which was shown in Lemma 2.4, our desired 

results for when the spatially discrete Cahn-Hilliard equation exhibits spinodal de­

composition will follow as they did for the continuous problem. Notice that we can

write the continuous equation in the same form as (3.1) using the operator Ae, and 

recall tha t A e is a selfadjoint sectorial operator that generates an analytic semigroup 

S £(t) on X .  Furthermore, we have fractional power spaces equipped with the graph



46

norm,

INI* =  IMI2 +  l|Aw||2 (3.2)

where || • || is the L 2 norm here, cf. [20, 26, 33].

Using the fact that fij ~  Kj and (2.3) as was shown in Chapter 2, we now look to 

the following result concerning spectral gaps for the linear operator Â€, which follows 

from Lemma 3.3 in [26].

L em m a 3.1 Suppose that Assumptions 1 and 3 are satisfied, and fix constants c* < 

c* < 1. Furthermore, assume there are constants eo, Çq >  0 that depend only on c*, 

c*, f2, and and where 0 <  e < €o- Then A e has eigenvalues A* and X* with

c , A ^  <  A* <  A* <  c * A ^

and

A* — A* > çoEd 2.

P ro o f: Let c** and c** be constants such tha t c* <  c** <  c** < c*. Then using the 

results of Lemma 2.1, and the fact tha t the eigenvalues of Ae are arbitrarily close to 

the eigenvalues of Ae, we know tha t the intervals [c*, c**] • A^ax and [c**, c*] • Â 101 each 

contain at least one eigenvalue of Ae. If we let A** be the smallest eigenvalue in the 

interval [c**, c*]-A^ax and let A** be the largest eigenvalue in the interval [c*, c**] • A™ax, 

then we have

A** -  A.. >  (c** -  c,.)\™ax =  ~  C” ') • (3.3)

Also due to Lemma 2.1, we can choose a bound on c such tha t, for all 0 < e < eq, the



47

number of eigenvalues of Ae in the interval (c**, c**) • A^ai is bounded by Ce~d -  1, 

where C  is a constant depending on c*, c*, / '(m ), and Q. Now let

_  ( / ' ( m ))2 (c** -  c„)
Ç -  5 5  -

and for the sake of contradiction assume that the distance between any two consec­

utive eigenvalues, say A* and A* in the interval [A**, A**] is strictly less than çed-2. 

This implies

A "  -  A „  <  • C f - "  =  ( / ' ( m ) ) ' y ,  ~  C“ ) ,40

but this contradicts (3.3). Hence, the proof of the lemma is complete, o

Thus it is possible to control the size of the gaps in the spectrum  of Ae if we 

choose e small enough. Let

0 <K c" < c" < < c+ < 1, (3.4)

then we can define intervals

/ e- : = [ a e- , 6 c- ] c [ c - , c - ] - A max 
e s

/ + : = [ a +  6 + ] c [ c +,c+]-Amax
e

, such th a t I~  and are each contained in the resolvent set of Ae, and there is 

a constant C  > 0 with b~ — a~ > Ced~2 and b+ — >  Ced~2, where C depends

on f2, and the constants in (3.4), but not on e. Now define I~ := (b~~ya~),

/+  := (67 , a+), and Ï++ := (6+, A ^ ] ,  and let Y  ~  Y ~ ® Y+ © Te++, where each of 

these subspaces corresponds to the eigenvalues in ï ~, 7e+, and 7e++, and each of these
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subspaces is of order e~d ~  n d.

Note th a t depending on our choice of n, there are two cases to be considered 

here. We must consider the case in which there is no Ye space, and the case in 

which we include the Ye space. We will start by considering the first case with 

Y  = Y -  ® y +  © Ye++, and finish by showing that when we include the Ye space, 

our results are the same. W ith this in mind consider the following lemma which is 

based on Lemma 3.6(b) in [26] and will be essential for proving our main result in 

the chapter.

L em m a 3.2 Suppose that Assumptions 1 and 2 hold, and let A t be a self-adjoint 

sectorial operator acting on Y , where S e(t) is the corresponding analytic semigroup 

for  t > 0. Then, for some e0 depending on f '{m),  fb and the constants in (3.4), such 

that 0 < e <  £o, we have the following For every u++ € ye++, u+ 6  Ye+, and u~ E Yf~,

| | S + + ( t ) u + + || <  e*«+t ■ | |u+ + ||, Vt <  0,  

| |S t+ (<)“ + ll < e a;hl- | | u + | | , V t > 0 ,  

| | S + ( t ) u + || < e 6 r i - | | U+ | | , V t < 0 ,  

| | S r ( * ) " " l l  < e a r t - | | t t - l l , V * > 0 ,

| | 5 e- ( t ) « - | |  <  e 6*"'* • | |u_ | | ,V t  <  0,  

where || • || denotes the Euclidean norm.

Proof: First let fi be the largest eigenvalue of Ae, and let Ç i,..., be the eigenvalues in 

the interval J+ +. Similarly, let £l+i, ...£3 be the eigenvalues in I f ’, and let £J+i , ..., Çn+i 

be the eigenvalues in where 1 < i < j  < n and 2,7 E IN. Using the Fourier series



49

representations given in (2.16) and (2.17), we have

and

n + l

U =  Y s X k V k - ,  
k=l

n+l
S e(t)u = ^ 2  e^k Xk^k

k—\

for t >  0, where \ k  =  (f, tyk)- This implies

\\s;+(t)u++ii _ E
k=i

>
/c=l

=  eb7 i | | _ + +\\u

for all £ >  0, because bf  < ^  and is the smallest eigenvalue of the interval /+ +. This 

automatically implies the first of our desired results, and the other four inequalities 

of this lemma can be proven in precisely the same manner, o

We know th a t the linear part of (3.1) satisfies the statem ents that Ae is sectorial 

on y ,  and th a t Y  has a spectral decomposition as we have stated with fractional 

power spaces of Y  from Lemma 2.2 and (2.18). Now define

+ _  min[be - a e , 6+ - q + ]  
e ' 6 +  c r + è

(3.5)

Then we can verify th a t C+ > Ced-2, where C  depends on f2, / '(m ), a, and the 

constants in (3.4). This implies th a t if Lf  < Ced~2, then L f  < C+, and since 

ed-2 >  ed for e —> 0 , we have a larger neighborhood where the result holds than we 

did for the continuous case with Lp < ed.

z
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3.1.2 E stim ates for th e  N onlinearity

Now, as we consider properties of the nonlinearity that will be essential for 

proving our main result, we need the following lemma, which is based on Lemma 1 

in [18].

Lem m a 3.3 Suppose that Assumption 1 is true. Let g : M  ^  M  be a C A-function 

with g(0) =  (/(0) =  0, and define a mapping G such that G(u)(x)  := (—Ag(u))(x).  

I f  a  > 0 is a constant depending only on Q and g, then, for every L > 0, there is a 

continuously differentiable mapping G that satisfies the inequality

||G(tt)-G(®)|| < L | |« - « | | ,

and G(u) = G(u) for all u such that ||u|| < aL.

Proof: First, notice tha t the definition of G implies G is continuously differentiable 

and the derivative of G is given by DG(u)h = —A(g'(u)h)  with 0(0 ) =  -DG(O) =  0. 

Now define the function Ç : iR —> [0 , 1] to be a C°°-function such that, f(w) =  1 for 

all u € [—1,1], C,(u) =  0 for all u € (—oo, —4] n  [4, oo), and |C (W)| < 1 for all u € JR. 

In addition, let p > 0 be some constant such that for every L >  0 we have

\\DG(u)\\ < —

whenever ||tt|| <  p. From the mean value theorem,

G{b) -  G{a) = DG{c)(b -  a),
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for some a < c < b. This implies th a t G has a Lipschitz constant L q < L /9  on the

ball centered at zero with radius p. Suppose the function G is given by

<§(U) =  c ( Ü M Î )  g («).

Then G(u) =  G{u) whenever ||u|| <  p/2, and G(u) =  0 whenever ||u|| > p. Using

this definition for (5(u), we can calculate its derivative explicitly to be

8 ^  /4 | |w r
DG{u)h  =  J2Ç’ [ ^ y - J  <«, h)G(u) + C DG(u)h,

which implies that

\\DG(u)\\ < —
ç ,  1 4 ||u ||2

p2 C 411u 12

p2

By the definition of Ç, and using the assumption tha t ||u|| < p, we get 

||DG(«)|| <  -JG(u)\\  +  ||D G (n)|| <  - | |G (U)|| +
p p y

Since G has a Lipschitz constant L G < X/9, we have ||G(u)|| <  (L /9)||u || < (L/9)p, 

which gives the estimate

\\DG(u)\\ < —  + — = L.

Then, using the mean value theorem as before, we conclude th a t G has a global 

Lipschitz constant that is no greater than L. Now, if we let a  =  p/2L,  then the proof 

of the theorem is complete, o

Notice th a t F  satisfies the conditions imposed on G in this lemma. Therefore, F  

satisfies the global Lipschitz condition on a  certain neighborhood of the origin, which
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is proportional to ed-2. Notice also that using this property of the nonlinearity F,

and the fact th a t the linear operator A e is sectorial, we can write the unique solution

of (3.1) to be the solution of the integral equation

u(t) = S( t)u0 +  J  S( t  — s)F(u(s))ds,  (3.6)

cf. [33]. This brings us to our main results on spinodal decomposition.

3.2 Sp inodal D ecom p osition

Keeping in mind that we are considering the simplest case in which there is no 

Y€ space, the dimensions of Ye++, Ye+, and Y ~  are all approximately e~d ~  n d. 

Now, we can describe the flow on the space Y  = Ye~ 0  Ye+ 0  Ye++ by the following 

system of ODEs

ù~ =  A~u~ +  f - ( u ~  +  M+ +  u ++),

u+ = A +u+ +  f +(u~ 0  w+ +  w++), (3.7)

Ù++ = A ++u++ +  f ++{u~ + u + +  u++),

where ù = du/dt.  This derivation can be found in [26]. Assuming the decomposition 

of the space X  given in (2.20), we can define f  by

/  =  / “ © / + © / ++ : ATf 0  X + 0  Ae++ — ► X -  0  0  X e++,
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and we have that /  is Lipschitz continuous, which was shown in Lemma 3.3, with 

Lipschitz constant Lf ,  such that

0 < L f <  Ct ,

where Ce+ is given by (3.5), cr >  0 and

o 2 — —%—  1. (3.8)
P2

3.2 .1  T h e  F low  on  th e  In v a ria n t M an ifo ld

Notice that this general setting is simpler than for that of the continuous case 

because the equations define a flow not just a semiflow. This is true because the 

subspaces of Y  are finite dimensional. In addition, the norm acting on the space 

Y  in this case is the standard Euclidian norm. If we let superscripts denote the 

orthogonal projection of a vector onto the corresponding subspace, such that ii+,++ 

is the orthogonal projection of u onto X+  © ATe++, then we can sta te  the following 

results, which follow from the results of Lemmas 2.3 and 2.4 in [4].

L em m a 3.4 Consider the system of equations given in (3.7), and let a be any positive 

constant such that

° - Lf -  2 + a + l / V

Suppose u q  =  Uq +  U q  ̂ +  u£+ E Y e © Ŷ~*~ © Y ^ ^ , such that | |iUo"’ "*"|| ^  o"||u.q ||, and 

let u(t) be a solution of (3.7) corresponding to this initial condition. Then

R 2

||U+ '+ + || <  cr||u - | | ,
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and

\u  II >  Iho lie7 ‘

for all t < 0.

P ro o f: First, we rewrite the system of equations in (3.7) as

u = A ~ u -  +  f ~  {u~ + u + +  u ++) (3.9)

û+’++ =  A +’++u +’++ +  f +>++(u~ + u + + u++). (3.10)

Using the invariance of the subspaces Xf~ 0  Xf~+ and X ~ , the unique solution given 

in (3.6) can be decomposed into solutions of the system (3.9), (3.10). These solutions 

are given by

u~(t) = S~(t)uQ -h J  S ~ ( t  — s ) f ~ ( u ~ ( s ) u j ( s ) ) d s  

for t >  0, and write u(t)  = u+,++(t) to get

u>( t  +  r)  =  S + ’+ + ( T ) w ( t )  + r  S + '+ + ( t  -  s ) f + ’+ + ( u - ( t  4-s) +  c o ( t  +  s ) ) d s  

for t  > —t, which implies the estim ate

\ \ u - ( t ) \ \  <  | | 5 - ( t ) « o  II +  f l  l | S " ( t  -  s ) / - ( u - ( s )  +  i v ( s ) ) | | .

From Lemma 3.2, we know tha t ||S,~ (t)u _ || <  ||u~||e0< *, which implies that

||S-(t)uô|| < hôlle-1-"1
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and

\\S~(t -  s) f~{u~{s)  + iv (s)) || < ||/™(u- (s) +cv(s))||eÛ£ (i_s).

By the Lipschitz continuity of the function F  given in Lemma 3.3, we have the 

estimates

■ \ \ f ~ ( v )  -  / ' M i l  < Lf\ \v -  -  w - \ \ + L f \ \ v +'++ -  w +’++\\

and

||/+'++M - /+'++(to)|| < L f \\v- -  to-|| + Lf\ \v+,++ -  «,+'++||, 

where v = v~ +  v+’++ and w =  w~ +  w +,++. Thus, we can write

l l /~ 0 ~ (s )  +tv(s))|| < Lf ( ||u -(s ) || +  H«,(s)||) ,

which implies that

I K ( # ) I I  <  h o  II • e 0'"' +  L f  J )  ( | | « - ( s ) l l  +  | K s ) | | )  e ^ ^ d s .

Using the assumption tha t ||/u j ’++|| <  <j ||wF||> we ge*

| |« - ( t ) | |e - < i <  h ,  | | +  1 /(1  + a) J )  \\u-(s)\\e-a' sds, 

and Gronwall’s inequality implies th a t

h ' W I I  <  h o " l | e K + Z '/ (1 + ‘r)!t,
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for t > 0. A short calculation shows that

a r  +  L/ (l +  a ) < a r  +  ^ ^ ( l + a )  =  5 r ^ ± ^ ( i ± £ ) < 7 - >
Z  -f -  < 7  -  z  +  a  +  -

where j ~  — (a f  +  b~)/2. Thus,

lh"WII < ll^oh7"',

and, if we take the case when t <  0, we have the desired result. In order to obtain

the next result, assume tha t

l“ o II <  l | h +’++l

By the proof of Lemma 3.2, it is clear th a t we have the estimate

| |S +-+ + ( t M | <  |h | | e 6ri, 

for all t < 0. Then, following the same procedure used for u~(t), we get

\\uj(t + t)\\ < \\uj(t)\\ebe T + L f  J  (||u  (t +  s)|| +  \\u(t +  s) ||)  ebe s\  

which can also be written as

for —t < t  < 0. Gronwall’s inequality implies that

IhWII >  ||^o||eti’r _ i '/(1+- )|t,
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and we arrive at the estimate

11  ̂ M H  <  H^O II \ a 7 - b 7 + L f (2+(T+±)]t

IkWII -  l l ^ + H

Notice that the inequalities ||m0 || <  ^||^o"’++|| and ||uo ,++|| < cr\\u0 || imply

\ u p ++\ \ = a \ \ u ê l

and we have

Thus,

which gives

L f  ( 2 +  cr +  ~  ^  be — 0Le
a

\u2_tL_g[ae —6c +̂'/(2+cr+5-)]t <; _
ho+,++ll cr

<j ||u (t)|| <  ||cv(i)||

for t > 0, and this implies the desired result if we again let t <  0. o

The dominating subspace described in Chapter 2 for the linearized equation 

must be replaced by a dominating invariant manifold for the nonlinear equation. The 

following lemma establishes the existence of this manifold, and some estimates that 

are needed to prove results similar to Propositions 2.1 and 2.2.

L em m a 3.5 Consider the system given in (3.7), and suppose that

b+ -  a+
0 < L / <

8

Then the following four results hold.
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1. There exists an invariant manifold 7Z C  Y~  ® Y+  © Ye++, which contains all 

solutions of (3.7) that are bounded fo r t  > 0 and is the graph of the mapping hn :

©1^+ -* l^++. Furthermore, the function hn  is globally Lipschitz continuous 

with a global Lipschitz constant that is bounded above by 3 L f / (b + — a+).

2. There exists an operator S  : Y f  © Y+ © Y++ —>• 7Z such that each preimage 

£ ~ l (v), for v is the graph of the mapping h^-i : Ye++ —> Y ~  © Ye+, which

is globally Lipschitz continuous with a Lipschitz constant that is bounded above 

by SLf /{b+ - a +).

3. I f  u is a solution of (3.7), then

I K * )  -  £ ( u ( t ) ) l l  <  ^ | | « ( 0) -  f  ( « ( 0 ) ) | | e 7+t

for all t < 0, and £(u) is also a solution of (3.7).

4- I f  u E Y~  © Ye+ © Ye++, then we have

-^=||tt++ — hn(u  ,+)|| <  ||^ — ^(w)|| <  2\\u\\.

i
P ro o f: The proof of part 1 is based on Theorem 4.1 in [3]. We begin by writing the 

system in (3.7) as

û™’+ =  A™’+n™’+ +  f - ' +(u~’+ +  u ++) (3.11)

ù++ = A ++u++ +  / + + ( t i “ )+ +  u ++), (3.12)

and noting tha t we have the estimates
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for all £ >  0, and

||S++(t)U++|| <  ||u++!|e6+1

for all t < 0. Again, by the Lipschitz continuity of the function F  given in Lemma 

3.3, we obtain the estimates

II/-+(u) -  / - ’+MII < Lf \\v-'+ -  w -’+|| +  Lf \\v+Jr -  w++\\

\\f++(v) -  / ++MH < Lf \\v-'+ -  «,-'+11 + L,\\v++ -  u,++||.

Consider (3.11), and define

g(u~'+ +  u++) =  / " ’+ (u - ’+ +  u++) -  / - ’+(u++),

and

9o(u++) =  / - • + (u++).

Then we can rewrite this equation as

û - ’+ =  A - +u~'+ 4- g(u~'+ +  u++) +  go(u++),

with the initial condition u _,+(0) =  C where Ç is an element of Y~  ® Ye+, and we

know the solution of this equation can be written in the from

z/(i) =  S ~ ’+(t)C +  ^  5 -,+ (t -  s) [g(v{s) +  +  p0(^(s))j ds
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for < >  0, where is the solution of the equation (3.12) in the system. Following 

the procedure used in the proof of Lemma 3.4, we obtain

IHOII < \\C\\ean + f  ( ^ / | | i / ( s ) | |  +  ||g0(yu(s))||)ea+(<"s)dsJQ

l+i +  L f ea+t /* | |t / (s ) | |e" °+sds +  f* ||5 0 (A1( s ) ) | | e - ' +se h +- +)tds
70 70

II^H+  L f  L  llz' ( s )He " a+Sds +< e ll ôll7+ ^ + _ a+)t 
7^ -  no­

where 7 + =  (6+ + a +)/2 , and ||^||^+ :=  sup {||^(t)||e 7+* : t > o}. In order to simplify 

the notation, let

A ( t )  : =  llt , (<) l | e - ° + ( ,

and

which gives

m  :=  IKII +  —| ^ 2 _ e (7+-a+)t,7 + — a+

A(t) < F(*) 4- Ly y  A(s)ds.

An application of Gronwall’s inequality yields

A(t) <  T(t) +  L j  f  r(8)et' ^ t- ’)ds

for all t >  0, and after integrating by parts we get

A(£) ^  T(t) + /  i - m ,e~LfSds
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which is equivalent to

A(t) <  r ( 0 ) e ^ ‘ +  T  =  | | ( | | e ^  + llsoll^+e+  A l + -a +) t

7 + — a+ -  Lf

Now, m ultiply both sides of this inequality by e(a+- 7+)< get

l k t o l | e - 7+t <  ||C||e-<7+- “+- ^ > ( +  "g5 + <  IKII +  " I  ’+ y +)lf + (3.13)7 ^ — — iv y 7 ^ — (2̂  — Lsf

for all t  >  0. Now, if we assume 17 and zv2 are both solutions of (3.11), and fii and 

fj,2 are both solutions of (3.12), then 1/ =  17 — j/2 solves the differential equation

u =  A - ’+ u " ’+  +  f - ' + ( u ~ ' +  4 - 1 / 2  +  M i )  +  / " ’+ ( i / 2 +  M 2 ) .

Following the same steps used to find the bound on ||z/(*)||e 7+t, we obtain

\Wi(t) ~  5 IlCi — Ç2 II + ~ r — - 7  r'ÜMiW ~ V2 (t)\\j+ (314)' 7  — <2 — Ivy '

Next, consider the differential equation

Ù++ =  A++u ++ +  5o (3.15)

for t >  0, where

9o(t) = / ++( î(*) d-MiW) ~ / ++( 2̂ to + M2 W).

Since

\\9o\\i+ — Lf\\vi(t)  — i/2(t)\\*+ +  Lf\\fii(t) — M2Wlli+i
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using the estimate in (3.14), gives

ll$o||J+ <  -^/IICl -  C2II +  -  T (3.16)

Now assume

/ oo
5 ++(t — s)ÿo(s)ds.

In order to show that this representation of ^(t) is a solution of (3.15), let to < t 

giving the identity

f  A ++fx(s) +  go{s)ds = -  ^  f 00 A ++S ++{s -  a)gQ(a)dads +  f  g0(s)ds. (3.17) 
J to J  to J  s J  to

Following the procedure used in the proof of Lemma 3.4, we have

| | A + + 5 + + ( S - a ) f f 0 ( a ) | |  <  | | A + + | | M e 6+se (6+- ^ ) " ,

where M  < 0 0  and depends on Lf ,  | |^ | |,  and | |^ | |  for i =  1,2. Thus, we can apply 

Fubini’s theorem to the double integral in (3.17) along with

H(s,a)  =  A ++S ++(s -  cr)go(a)

to get
f t  p o o  f t  f t  f t  po o  ■
/  /  'H(s,cr)d<7ds = /  /  %(s, a)dads  +  / / ?î(s, a)dcrds.

J t o  j  S J t o  j  S  J t o  J t

Changing the order of integration on the right hand side gives

pt poo f t  per poo pt
/  /  'H(s,cr)dads = ^ { s ,  <j)dsda +  / / %(s, cr)dsda

J t o  J s  J t o  J t o  J t  J t o

= ^S++(a — a)go(a) — S  —++ (to — cr)go(a)^
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'+  Jt [S++(t ~  cr)g0(a) ~  S ++(t0 -  a)g0(a)

This implies

da.

aoo f t
H{s, cr)dcrds = fi(t) -  ^ ( t0) -  /

j  to

which gives

/i(£) — //(t0) — — f  A ++g,(s) +  §0(s)^s ,
Jto

and //(t) is a solution of (3.15). Hence,

IM i)l|e -7+t <  e - 'ï+‘ ^ 00||S++( i - s)ÿo(s)||d5

<  e ~ 1 + t  f t  l l 9 o ( s ) l | e 6+<‘™s)d s

l lf lo ll^ J ™  e ^ + - b + > d s ,<  .....
rt

and since 7 + < 6+ we get

I H * ) b - 7+t <  7 ^ 1 1 5 0 1 1 7  ( - e <7+- 6+)1) =  ^ T l l 9 o | | 7++.

Now using (3.16) yields

-  6 + % + l l ^  -  <2II +  (6+ _  7+ X 7 + - 0,1 _  Lf)

where we have set /x(t) =  //i(t) — ^ ( t ) -  If we define <5 =  (6+ — a +)/2 , then we have 

7 + — a+ =  5 and 6+ — 7 + =  5, because 7 + =  (b+ +  a +)/2. This allows us to write

'IIMOII7 + ^ " ÎlCi — C2 II +  ̂ ^  ||//(t)||^+,
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which is equivalent to

i+ /  £/(<* -  Lf)IImW H ^ < 2L/Jj IICl -  o il. (3.18)

We want to show tha t there exists a globally Lipschitz continuous mapping hjz : 

Y~  © Ye+ —»• Ye++ such tha t the graph of h-n, denoted by 7£, is an invariant manifold 

containing all solutions of the system given by (3.11)-(3.12). To this end let

K  ■= {(C,??) : ||i9(t,Ç,77)||++ < M , V t >  0} (3.19)

w h ere  0 < M  G JR. By d e fin it io n , JZ is an  in v a r ia n t m a n ifo ld  i f  (C, 77) G JZ for  

C E Y~  ©  Y€+ an d  77 G Ye++ im p lie s  77) 6  1Z, w h e r e

C, v) :=

is the general solution or cocycle of the system (3.11)- (3.12) for all t G JR. Now 

suppose (C, 77) 6 7Z, and notice that (3.18) implies

ll% W II++ < -  C2 II, (3.20)

and using (3.13)

< lien +  < ( ,  +  leu. (3.2l)

Applying the cocycle property gives

tf2(L C, Ç, 77)) =  2̂(t, c, 77)
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for all t E 1R, which implies $(£ ,£ ,77) G 71. Since the solution /i(t) depends on Ç, 

we can define Ç) =  /4 t), and the cocycle property gives ïï (t, Ç, (")) =  /z(t). 

Thus,

The proof of part 2 follows from arguments similar to those used in Lemma 2.3 

and Theorem 2.2 in [42]. To begin this proof, notice that, due to the construction of 

the system given by (3.11)-(3.12), we can follow the same procedure used to prove 

the existence of 7£, to show that there exists an invariant manifold S  th a t contains all 

solutions of the system, and is the graph of a globally Lipschitz continuous mapping 

hs  : X e++ —> X ~  ® X +  whose global Lipshitz constant is again bounded above by 

3 L f / (b + — a+), cf. [3]. Now, let 77 € X + + and define a new mapping

Ci) “  (Z, C2)|| < ~~

and this completes the proof of part 1 because

b+ — a+

T, : X++ 3 77 ^  ^  ( ^ ( 77)) E

where % G ® X+  © X e++. Then by Lemma 3.5 part 1

or
ll^xfo) “  ^x(% )|| <  è+ _ /fl+ ll^s(^i) -  ^ ( % ) ||  <

3L/ 2

5+ — o+ II7?! — ^2 II,

and, since 3 L //(6 + — a+) <  3/8 < 1, Tx is a contraction on X e++. Using Banach’s 

fixed point theorem, this implies Tx has a unique fixed point P (x)  G X e++, and we
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know that P{x)  is a fixed point of Tx if and only if

f  (%) =  ^  (%)))

which is equivalent to

(% )))€% .

Thus, if we let P (x )  — { P { x ) ^ s { P ( x ) ) )  and define an operator

£ : X e © © X̂ "*~ 3 u i—> P(u)  E P,

then clearly each £(u)  is the graph of a globally Lipschitz continuous mapping h£^  : 

X ~  © X e+ -> X e++ whose Lipschitz constant is bounded above by 3Lf / (b+ — a+). This 

implies the desired result for part 2.

For the proof of part 3, we use Corollary 4.3 of Aulbach and Wanner [3]. First, 

notice from the arguments above th a t £(u)  is a solution of (3.11)-(3.12), which is 

contained in the invariant manifold 72., if it € 72. Along with the definition of 72 in 

(3.19), this implies u — £(u) is contained in 72, since

Now, assume cj(t) is a solution of (3.11), (3.12), where ui(t)  solves (3.11) and uj2(t) 

solves (3.12) with uj(t) = uJi(t) +  ^ ( t ) .  Then we can use (3.21) and (3.20) to get the 

estimates

u -  £(it)||++ < ||u||++ +  ||£(u)||+. <  2M.
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and

for all t  >  0, which implies

IHi)ll < IK (Oil + IK(t)|| < |f^ll^(o)lle7+t-

Notice here th a t we can write u  as a two-dimensional vector with components lji and 

iv2- Thus, by equivalence of norms,

11^(011+  IK (0 ll <  \/2 ||w (0 ||, (3.22)

and consequently

IMOII <  V 2 ^ ^ - M 0 ) \ \ e ^ .

Setting tu(t) = u(t) — £(u(t))  gives the desired result, because

Ô — L f  — cl̂  — 2Lf  . 3
5 — 2Lf  b+ — a+ — 4Lf

<

The proof of part 4, follows from the arguments in the proof of Lemma 2.5(d) 

of M aier-Paape and Wanner [26]. Lemma 3.5 part 1 says that £(u)  is and element of 

the set C, where we define

C :=  [tu++ +  u r '+ : ||U)++ -  M u “ '+)|| <  b+ ^ fa+ H^~’+ ~ « _ '+ ll} •
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For ease of discussion, let £(u) = w. First, we want to minimize the distance ||u —tv||. 

Since w 6 C, we have

ll™++ -  M “ _'+)ll <  6+3^'/a+ llw~’+ -  “ _ '+ ll- (3.23)

and by adding ||u++ — iv++|| to both sides we get

O T
h ++ -  hn ( u - ’+)\\ < f  [|u;--+ -  U--+H +  ||U++ -  w++||,

0 — (1

then, using the fact th a t 3Lf/(b+ — a+) < 1, gives

||w++ -  hn (u-'+)\\ < ||w -'+  -  w“ ’+ || +  \\u++ -  u;++ ||.

Finally, (3.22) implies

||ti++ -  hn (u- '+)\\ < x/2||u -  u;||,

which gives the desired lower bound. Then, according to [26], a similar procedure can 

be followed to obtain the desired upper bound, and this completes the proof of the 

lemma, o

Using Lemmas 3.4 and 3.5, we derive a result similar to Propositions 2.1 and 2.2, 

but our result this tim e is relative to the invariant manifold 11. This result is given 

by the following proposition, and is based on Proposition 2.6 in [26].

P ro p o s it io n  3.1 Consider (3.7) and let L f  <  C + where Cr+ is given by (3.5) for  

any positive constant a. Suppose that | | ^ ’++|| <  cr||uo || for  uq =  uô +  Uq" +  €

Y~  ® Y+  ® Y++ and Uq 0, and let u(t) be the solution of (3.7) corresponding to
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this initial condition. Then we have

for all t  < 0.

P roof: Recall from Lemma 3.5 part 3 th a t

and by Lemma 3.4 we have

\\u-(t)\\ > \ \ u ^ ~ \

which can also be written as

IK II7

where 7  =  7 +/ 7 “ . This implies

iittW -  £(«(o)ii <  | — j^ ^ - iiM -w ir.

for all t  < 0. Now, from Lemma 3.5 part 4, we have

||u++ -  hn ( u - ’+)\\ < V2\\u -  £ («)|| < 2V 2 IMI, 

which implies the final result and completes the proof of the proposition, o

3.2 .2  P robability  E stim ates for th e  N onlinear E quation

This leads us to the main result of this section, the probability estimate. We use 

the same idea of Lebesgue measure th a t we used in subsection 2.2.2. In addition, we
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will also use the same definitions of the sets Mr , Gr and Br , and show the validity 

of the estimate (2.23). The following theorem implies this result, and is based on 

Theorem 2.8 of [26].

T h e o re m  3.1 Consider equation (3.7), let C*, and R, be positive constants with 

0 < g < R, define a by (3.8), and let

M' := mm {tTqc? CO1 “ s2)C'/2ds) }
In addition, suppose that

dimYfi  < (7* • dimYfi+, 

let Lf be given as in (3.5), and let r be any number such that

0 < L  < 6-i/(7-i) . ( j Q 7/(7 ] • M j/(7-1)

<  1 .

< ! < -

Define M r to be the set of all initial conditions u0 € Ye~ © Yfi  © Yfi+ satisfying 

||uo|| <  r such that, for the corresponding solution of (3.7) given by u(t), we have one 

of the following statements satisfied.

1. I f  B r (0) = {u 6 Ye~ 0  Ye+ © Ye++ : ||u|| < R},  then the solution u(t) 6 B R(0) 

for all t > 0.

2. There exists a time t* > 0 such that ||u(£*)|| =  R  and ||rt- (**)|| > g. In other 

words, the norm of the Yf~-component of u is at least g when the orbit leaves

Br .

Then we have the estimate

T (M r ) „
T (B r (0)) - ^ ( 1 )  2 ‘ G b
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for  r < r0(p, R, J ,p),  where T(-) is the standard Lebesgue measure on Ye ®Y'e+ ®Y'e++. 

P ro o f: First define the set

Mr =  | u  G Br (0) : ||u++ -  hn (u-’+)\\ < ^ | | « - ( t ) p  J ,

and let wq be an arbitrary  element of M r. Assume tha t w is the forward orbit

associated with w0, and tha t w E B r ( 0 ) .  Then, according to Lemma 3.5, w is an

element of the invariant manifold 71, and we have wq E M r.

Now assume the second case in which the norm of the Fe_-component of u is at 

least g when the orbit leaves B r . Then ||tu(t*)|| =  R  and ||ru- (t*)|| > g. If we let 

uq = w(t*) and t =  —t* in Proposition 3.1, then we get

Therefore, M r C M r, and if we apply Fubini’s theorem, then we get 

T (Mr)  < r | u €  Br(0) :

Now, apply Theorem 2.1 with j  = l / r j  and QRg'1 = /?~7 to get the estimate

and this proves the theorem, o

l«++ll <  ^ I M P
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Now consider the case when we include the Ye space with 7  ~  — 1. Then

we must consider a system of equations similar to that in (3 .7 ), which is given by

ù~- = A — u —  +  + u ~  + u + + u++),

u~ =  A ~ u -  +  f ~ ( u —  +  u" +  u+ +  u++), 

û+ =  A+u+ +  f +(u~-  +  u -  +  u+ +  u++), . 

û ++ =  A++u ++ +  f ++(u~~ + u ~  + u + + %++), 

where /  =  /  0  / *  0  / + 0  / ++ is given by the mapping

/ : y-- 0 y -  0 ye+ 0 ye++ y-- 0 y- 0 ye+ 0 yc++.

Since ye is a finite dimensional subspace of Y , the results of Lemma 3.5 follow for 

the equation given in (2.14) just as they did before. Therefore, we can also apply 

Theorem 3.1 to this system of equations acting on the space Ye 0 Y~  0 Ye+ 0 Ye++, 

and we have the same probability estim ate as before.
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Chapter 4 

T IM E  S T E P P IN G  SC H E M E S

The purpose of this chapter is to discuss a complete discretization of the Cahn- 

Hilliard equation. In other words, we will look at time discretizations along with 

the spatial discretization discussed in the previous chapters. In particular, we will 

examine two numerical methods used to solve the problem. The first method discussed 

uses the well known Crank-Nicolson scheme for the time discretization, and solves the 

resulting nonlinear system using Newton’s method. The second method discussed, 

which we will refer to as Eyre’s method, was first presented by Eyre in [16] and [17]. 

In both methods, the. spatial discretization will be the standard central difference 

approximation to the Laplacian operator.

Before proceeding to the presentation of these two methods, we must first in­

troduce the notation that will be used throughout this chapter. Using the notation 

established in (2.8), let [f™ % u(xi, tfh) where rh makes reference to a specific time. 

Similarly, we can define Ufij % u(xi, and U™jk  % u(xi,yj, 2* , ^ ) ,  for the two

and three-dimensional cases, respectively. Hence, if we ignore the superscript on U for 

now, then the spatially discrete Laplacian operator for one dimension can be written 

as

^nUi =  Ui+i +  Ui-i — 2Ui. (4.1)

Likewise, we have

A n U i j  —  U i + i j  +  U i - i j  +  U i j + i  T  U i tj - i  — 4 U i j ,
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and

AnUij,k — Ui+ij'k +  Ui-i,jtk +  Uij+i'k +  Uij-i tk +  Ulj^+i +  Uij,k-i — §Uitjtk

for the two and three-dimensional cases, respectively.

For the sake of simplicity, we will only consider the one-dimensional case in this 

chapter, but, using the above discretizations, equivalent results will hold for the two 

and three-dimensional cases. This is an im portant note because in our implementation 

of these methods, in Chapter 5, we will consider only the two-dimensional case.

4.1 The C ahn-H illiard  E quation as a G radient System

A gradient system is a system of real ordinary differential equations, given by

~  =  -V F (u )  (4.2)

u(0) =  %o,

where V F  denotes the gradient of F , and F  satisfies the restrictions

1. F (u) >  0, for all u €E iRn, and

2. F(u)  —» oo as |M | —> oo.

Furthermore, for all gradient systems, we have the property

^ F ( U) =  (V F (U) , Ut> =  - | |« , | |2,

cf. [39]. Hence, we have < F(u(0))  for t > 0, and we can argue that u will

be driven to the critical points of (4.2). Here, we define (•, •) to be the inner product
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on IRn, and || - || is the corresponding norm.

As we stated in the introduction, the Cahn-Hilliard equation was derived using 

the van der Waals free energy functional (1.2). Here we will show this derivation, 

which was taken from [20], for the spatially discrete Cahn-Hilliard equation, and

consequently show that the Cahn-Hilliard equation is a gradient system. We will

start by writing the van der Waals free energy functional (1.2) in spatially discrete 

form as
i n n~1

E(u)  = -----  53 ^ +  IT  53 ( U i + l  ~  U i ) 2 1

716  z=0 Z 2 = 0

where u G JRn+1. In addition, we will rewrite the spatially discrete Cahn-Hilliard 

equation as

ù =  —n 2A nLj(u) 

a;(w) = (ne)2A nu - /(it), 

which is equivalent to the system

ûi = —n 2(cûi-i — 2cjj +

cji =  (n€)2(uj_i — 2ui +  Ui+i) — f(ui) ,  (4.3)

for z =  0,..., n, with the boundary conditions

U —i — U q , U n — l^ n + l  : 1 — ^ 0  5 .



76

Now let zo be an (n +  l)-dimensional vector with zo = [ 1 , 1 , 1]T, and let be the 

Moore-Penrose pseudo-inverse of An; i.e.,

A l =  ( A Z A j - 1 A t (4.4)

Then we can define (•,•)-! and (•, •)2 to be inner products on JRn+1, such that, for 

u , v £  JRn+L, we have
1 n

(u ,v )2 =
n "t" 1 i=o

and

where we define the m atrix 13 by

<u, u)_! =  (Bu , v)2

13 = zzzzJ At
n -h 1 (n +  I )2

(4 .5)

The proof that these are indeed inner products on JRn+1 can be found in [20]. 

If we let /u(t) be any curve in lRn+l: then a short calculation gives

+  53 M t )   /(MîW) — ~  2/^î(t) +  Mi+lW)
t=l Lne

+  Ahz(*)
1

ne

Using the definition of u  given in (4.3), we can rewrite (4.6) as

dt ne i=0 ne
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If we define H  1 to be the Hilbert space with the inner product (•, •)_!, consisting of 

those elements of IRn+l that have a mass of ra0, then, for all n(t)  E H ~ l , we have

1 n 
— = mo
U  ' 1  2 =  0

for all t. Differentiating this equation gives

(w, ii{ t))2 = ~~r i t ,  m* W = o.
72 1  2 =  0

Furthermore, given the definition of in (4.4), we have

=  (A ^A n) (A ^A n) =  / ,  

where I  is the n x n  identity matrix. Thus,

(iv(yu(t)),At(t))2 =  ( ( - ( n  +  1) k j z u t  +  A^)Anu;(/i^)), /i(t))2,

which gives

d E ^ {t)) = {n + 1)3{ m M K t ) ) , m h  = {n + 1)3
CLi TIC TIC

According to Grant and Van Vleck [20], VG is the gradient of the function G if

| g ( u ( 0 )  =  { V G , ù ( 2) >
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for some inner product (•, •). This immediately implies that V E  is the gradient of E  

with respect to the inner product (•, •>_! if we set

V S = (n +
ne

This enables us to write the spatially discrete Cahn-Hilliard equation as a gradient 

system in the form

“ =  " ( n + l ) 3^ ^  =  - V F ( u ) ’

where we let F  =  (n3eE ) / (n  +  I ) 2.

4.2 O ne-Step  G radient S tab le  M ethods

Consider the Cahn-Hilliard equation given by

ù =  E(u) =  —n2A n (n2e2A nu +  / (u ) )  . (4.6)

Using Definition 4.3 in [39], we define gradient stability for one-step methods. To 

begin, one-step methods for (4.6) are time stepping schemes tha t do not use values 

of Um from previous time steps, but evaluate E  a t intermediate stages between Um 

and [/rn+1. Thus, we can define the time step by r  =  t^+i  — It will become clear 

in the following sections th a t the schemes considered are both one-step methods.

W ith this in mind, a one-step numerical scheme is unconditionally gradient stable 

for all t  > 0 and for all initial conditions, if there exists a function F(-) : lRn —*■ M  

such tha t the following four properties hold.

1. F(U) > 0 for all U € M n

2. F(U) —y oo as ||f/|| —y oo
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3. for all (7^ e  ^

4. F (U m) = F(U0) for all n >  0 implies Uq £ O, where O is the set of zeros for 

V F .

Notice tha t the functional F  in (4.2), satisfies the first two properties of this definition. 

It turns out that, properties 3 and 4 are also satisfied for both of the numerical 

methods considered in this chapter.

4.2 .1  C rank-N icolson M ethod

Following the analysis in [9], we use the Crank-Nicolson method, which is a 

second order method in r  (cf. [28]), to discretize the Cahn-Hilliard equation, (4.6), 

in time. This discretization is given by

(ym+l = U m + T +  _

where r  is the given time step, and A nUm is given by (4.1). Recall that An is 

the n x  n  tridiagonal m atrix given in (2.9). Since this system is nonlinear, we use 

Newton’s method to solve for Um+1. For proof th a t this scheme is unconditionally 

gradient stable see Theorem 5.6.1 of [40].

In order to implement Newton’s method, let

G(Z7a+1) =  u™+1 -  17* -  ^  p ( î / A) +  :F([/a+1)' .

Then we solve the system given by

DG(U™+Ï'J)ÔJ = - G ( F rh+lj), (4.7)

ARTHUR LAKES LIBRARY 
COLORADO SCHOOL OF MINES 
GOLDEN, CO 80401
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where the extra index j  refers to the number of Newton iterations for each time step. 

After each linear solve for the vector Um+l is updated by setting

j y m + l j + l  _  j j m + Y , ]

and this process is repeated until the norm of the vector G is small, relative to a 

tolerance that is set in Chapter 5. Then the same procedure is followed for the next 

time step. The m atrix DG(u)  is the Jacobian of G(u), and is given by

DG(U”l+1)S = 5 -

where

J r'({/“ +1)(5 =  — n 2A„ (n2e2An5 +  / '( [ / * +1)5) .

To get Newton’s method started, we use Heun’s method to derive an initial guess for 

each time step, cf. [18].

4.2.2 E y re’s M eth od

In this subsection, an unconditionally gradient stable one-step scheme for general 

gradient systems, given by Eyre in [17], will be presented. Consider the Cahn-Hilliard 

equation written as (4.2). There are two cases to be considered regarding the flow of 

a gradient system according to [39]. First, if

(VF(%) - VF(%), % - %) > 0 (4.8)

for all u,v  € JRn with u ^  v, then F  is convex and the flow is contractive. Otherwise, 

; F  is not convex, (4.2) may have multiple equilibria, and the flow can expand in u(t).
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For our purposes, we will only consider the second case, where the nature of the flow 

is expansive and contractive, because tha t is the nature of the Cahn-Hilliard equation. 

We begin by writing F{u) as the difference of two strictly convex functions such

that

with Fc,F e € (72, and where the flow related to —Fc is contractive, but the flow 

related to Fe is expansive. Then the numerical scheme we intend to investigate is 

given by

systems is unconditionally gradient stable and has a unique solution at every time

on consistency and local truncation error, see Eyre [17].

Now we will apply Eyre’s m ethod for gradient systems, to the Cahn-Hilliard 

equation. The trick in applying this method is to find an appropriate decomposition 

of the function F , because the splitting given in (4.9) is not unique, but it always 

exists.

We choose a splitting of F  such tha t

F{u) =  Fc{u) -  Fe(u) (4.9)

j j rh + l  _  ( /m  =  T  , (4.10)

where r  and U171 are defined as before. This numerical method for solving gradient

step for all r  > 0 and for any initial condition. For proof of this claim, and for results

and

in order to obtain a linear system. This splitting was used by Eyre in [17]. In order to
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confirm that this decomposition satisfies the necessary requirements, we must show 

that the flow of the equation ù =  —V F c(u) is contractive, and the flow of the equation 

ù =  V Fe(u) is expansive. To this end, we use (4.8) and the inner product (•, •)_! to 

determine both the contractive and expansive flow, where

V Fc{u) =  — +  2Anii

and

WFe{u) =  A nu3 — S A nu.

First, notice

(V (Fc(u) -  Fc(v)),u  -  v )- i  =  e2(i3A^(u — v ) ,u  -  v )2 -  2(flAn(u - v ) , u  — v)2, (4.11)

where fi is given in (4.5). By (4.8), the flow related to Fc is contractive if (4.11) is 

greater than of equal to zero. For the first term  on the right hand side, we have

(u — v), u — 11)2 = —(An(u — v), u — 11)2 ,

because A nzu = 0 and A^A^, =  / .  Recall that, by definition

A n (ui  — Vi) =  { u i + i  — Vi+\ )  — 2 ( u i  — Vi)  +  ( u j _ i  — V i - i ) ,

and

V ( U i  —  V i )  —  ( U i + i  —  V i + i )  —  ( U i  —  V i ) .
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Thus,

1 n
(A n(u - v ) , u -  v)2 =  —— r ^ 2  [(Ui+1 -  vi+i) -  2(ui -  Vi) +  (Ui-i -  uz-i)J (Ui -  Vi),

n +  1 2=0

and

1 n
l|V(u II2 — 'yi [(^i+l ^z+l) — (̂Ui Vi)(lli+i Vi+i) +  (vj Vi)

n +  1 i=0

Expanding these two sums and using the given boundary conditions, shows that

- ( A n(u - v ) , u -  v)2 = || V(v -  v )H2 > 0,

where || • ||2 is the norm induced by (•, •)2. For the second term on the right hand side 

of (4.11), we have

-(i3A n(tt -  v),tt -  v)2 =  ( ( u - v ) , ( u - v ) ) 2 = \ \ {u- v ) \ \ l  > 0,

Therefore, the flow of û =  —V F c(u) is contractive.

For Fe, we have

(V (Fe(u) — Fe(v))i u — v)_i =  (8An(v3 — f 3), u — v)2 — 3(13An(v — v ) ,u  — v)2, (4.12)

and, because of the sign change, this quantity is expansive if it is greater than or equal 

to zero. Notice th a t the second term  on the right hand side of (4.12) is a multiple of 

the second term  of (4.11). Hence, we only need to consider the first term on the right
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hand side of (4.12). Since Anttf =  0 and A^An =  / ,

(BAn(w3 -  v z) ,u  — v)2 =  -((w 3 -  v3), u -  'u)2.

Now, notice that

1
(w — w )(w — v) = (u + u v  + v ) ( u  — 2uv + v ) =  -  (u +  v) + u + v  (u — u) > 0,2 **

but since the solutions are generally known to lie in the region (—1,1), we have

{{u -  v), {u -  v))2 > {{u3 -  v3), u -  v)2.

Hence, the flow of ft =  V F e{u) is expansive.

Now, we can use this splitting to decompose the Cahn-Hilliard equation such that 

Eyre’s m ethod can be applied. This particular decomposition leads to the linearly 

stabilized splitting scheme

Uji+1 - u f = T  {-f.2V l  +  2Vn] U f +1 +  T \Vn(U f)2 -  3 P n] u p ,  (4.13)

where we define V n — n2A n.

Since Newton’s method will converge in a single step for a linear problem, we will 

employ Newton’s method to solve the system in (4.13). Hence, we solve the system 

given in (4.7) at each time step, with

GiU™*1) = U™*1 -U ™  -  r ( - e 2V l  +  2Vn)Ulh+1 -  r ( % ( [ /^ ) 3 -  3 % ^ ) ,
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and

D G ((7*+1J) =  [ /  +  T{e2V l  -  2Vn) 

Again, we use Heun’s method to derive ( /m+1’°.
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C hapter 5 

N U M E R IC A L  E X P E R IM E N T S  A N D  R ESU LTS

Here we apply the numerical methods discussed in Chapter 4, in order to see 

how accurately the theoretical results derived in this paper, describe what happens 

in practice. Using both of these methods will give a good basis for comparison, 

as we make our conclusions. Overall, these numerical results give a more complete 

understanding of how and when spinodal decomposition takes place for the spatially 

discrete Cahn-Hilliard equation.

In addition, we will compare these two methods using the numerical results ob­

tained from the implementation of each method. We expect th a t the Crank-Nicolson 

method will offer better results, because it is solving a full nonlinear problem. How­

ever, we also expect that this method may take longer to execute as it may need 

to solve several linear systems at each time step using Newton’s method. On the 

other hand, Eyre’s method approximates the nonlinearity which may in turn lead 

to slightly less accurate results, but the time needed to execute this method is less 

because only one linear system is solved at each time step. In addition, the Crank- 

Nicolson m ethod is second order in r ,  while Eyre’s method is first order. Hence, we 

expect Eyre’s method to take more time steps than the Crank-Nicolson method in 

order to reach the the same final time. The performance of these methods for fixed 

accuracy is discussed in section 5.4.
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5.1 O utline o f E xp erim enta l Setup

The following numerical experiments will be done for two space dimensions only, 

but the same analysis can be done for one and three dimensions using the appropriate 

approximation for the Laplacian operator. Furthermore, the only nonlinearity con­

sidered is the standard cubic function f (u )  = u — u3, and all experiments are done 

with n  =  60.

Notice there is a param eter on each Laplacian term  of (4.6), and each of these 

parameters could be varied in order to explore how different values on n  and e effect 

the solution. Notice that if we multiply this equation through by Zi2, then we get

Ui = -An (n2t 2&nu + /(it)) ,

where t = h2t. Thus, we can consider this new equation with a different scaling of 

time, and vary only one param eter.

As we know, we can write a solution to the Cahn-Hilliard equation in terms of the 

Fourier series given by (2.16), using the normalized eigenfunctions of the Laplacian 

operator, that are given by ipk,i corresponding to the eigenvalues for two space 

dimensions. For the discrete problem we have

n

U —  ^2 Xkj tPkJi  
k,l—l

where Xk,i = (u , for the inner product

n

(u ,v)  = ^2  Ui,jVi,3' 
ij=l
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Since the (pkj form an orthonormal basis, this immediately implies

(u,u) = xl,i-
/c,/=l

Now, recall that the results of Propositions 2.1 and 2.2, show tha t the effects of 

the eigenfunctions corresponding to the subspaces Y~  and Ye , on the solution, 

are minimal. Hence, we should be able to describe these solutions using only the 

eigenfunctions corresponding to the unstable subspace ye++ 0  Ye+. In other words, if 

P  is the set of indices for which the eigenvalues are positive, we have

u =  Xk,iVk,i, 
k,ieP

when spinodal decomposition takes place. Thus, using a numerical approximation of 

u, we get

0  <  <  1 ,  ( 5 . 1 )

5 - / z j  =  l

whenever spinodal decomposition takes place. Com putation of this ratio will provide 

insight into several different things as we study the results.

In the following, we consider the results of three sets of numerical experiments 

th a t were performed for each method. In the first set, we take into account various 

values for the concentration given in the preceding discussion by the value m. In 

doing this, we can check the importance of having a concentration inside the spinodal 

interval. The second set gives attention to the size of perturbation p from a given 

concentration for the initial condition. Recall from Propositions 1 and 2 th a t we set 

a bound on the radius of the ball th a t initial conditions start in, by

(5.2)
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where g depends on how far the orbit can be from the dominating subspace upon 

exiting B R(Q), and R will depend on the time. These experiments will provide a 

better understanding of how well this derived estimate models the way solutions 

behave. Finally, the last set is intended to explore the relationship between n and 

c. Recall th a t the previous discussion required n ~  1/e or n > c/e in order to get 

results th a t model the actual behavior of the PDE. Since we have set n to a value 

of 60 in our analysis, we will consider different values of e by varying the parameter 

(en)2. Clearly, computation of the ratio given in (5.1) will be helpful for analyzing 

each of the different aspects of the problem.

The initial conditions used for each experiment will depend on the values chosen 

for m  and p. The values of the initial vector Uq are set to random numbers between 

m  + p and m  — p. In addition, the only boundary conditions considered are the 

Nuemann boundary conditions used throughout the paper.

In the implementation of each scheme, we do one full step and two half steps for 

each time step in order to estimate the local error. For the Crank-Nicolson method, 

we can write

u =  uex +  0 ( t 2) = uex +  c t 2 (5.3)

because this is a second order method (cf. [28]). Here, u is the approximate solution 

and uex is the exact solution. Thus, if ui takes two steps of size r /2 ,  and u2 takes 

one step of size r ,  the we have U i  =  u e x  +  c (r /2 )2 and u 2 =  u e x  +  c t 2, which implies

4(rt2 — ui)  _  (c — 4 c)t2 _  2
3  ~  3 ”  _CT '
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Eyre’s m ethod, on the other hand, is a first order method with

u =  uex +  O (t) =  uex +  c t  (5.4)

(cf. [17]), and we have u \  =  uex +  c { t / 2 )  and u2 — uex +  c t  which gives

2 ( u 2 —  u i )  =  2 c t  —  c t  =  c t .

Finding a value for c, determines the local error. Then if the local error is greater 

than the tolerance 10~2, we reduce the step size and start again. If the local error is 

less than the tolerance, we extrapolate and obtain a solution.

Conjugate gradient iterative methods (cf. [29]) for solving nonsymmetric linear 

systems are used at each time step for both schemes. In particular, we use thé CGS 

method described in [35], and the CGNR method which is described in [22]. The 

CGS m ethod was used as the primary solver, where CGNR was used only if CGS 

did not converge within the tolerance 10-8 . This would only occur if the norm of 

the right hand side was greater than 10-8 . If CGNR did not converge within this 

tolerance, then the step size was halved and the step was attem pted again. We also 

required th a t Newton’s method converge within a certain tolerance. If the norm of 

G was greater than 10-6 , or if the number of Newton iterates was greater than 50, 

then the size of the time step was reduced, and the step was attem pted again.

5.2 C rank-N icolson  M ethod

The following contains results of the three previously described experiments per­

formed using the Crank-Nicolson method. Each of the graphs given here is a plot of 

• time verses the ratio given in (5.1).
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5.2.1 R esu lts for th e  P aram eter m

Since we are only considering the nonlinearity f (u)  — u — u3 for the results, the 

spinodal interval is given by (—1 / V 3 , 1 / V 3 ) .  Due to the symmetry of this function, 

we only need to perform these experiments for positive values of m. As we vary the 

values of m, the perturbation param eter p is set to 10-1, while (en)2 is set to a value 

of one.

Notice from Fig. 5.1 tha t the best results for spinodal decomposition occur for 

m =  .1 and m =  0. As the values of m  increase, we see the ratio get smaller. This is 

because the farther m  is from zero, the farther the orbit is away from the invariant 

manifold upon exiting the larger neighborhood B^(0), and the less able we are to 

describe the orbit by the behavior on the invariant manifold where we see spinodal 

decomposition. Based on our analysis, this is exactly what we would expect to see. 

Also, since l / \ / 3  ~  .577, the ratio becomes zero for all values of m  greater than 

this value. This is due to the fact tha t there are no positive eigenvalues, hence, the 

solution is completely described by eigenfunctions in the Y~  © Ye subspace.

5.2.2 R esu lts for th e  P ertu rb ation  from  m

We notice similar results as we vary the perturbation p in Fig. 5.2, and set m — O 

and (ne)2 =  1. As the value of p increases, the ratio decreases, leading to the same 

conclusions th a t were made for m. Notice, however, that the smaller p is the longer 

the ratio stays close to one. This is what we would expect because the closer the 

initial condition is to the equilibrium point, the closer the corresponding orbit will be 

to the invariant manifold when exiting the larger ball of radius R. In addition, our 

analysis assumes f '{u)  ~  / '(m ), cf. (1.1) and (2.1). However, when the perturbation 

is large relative to the upper bound on the spinodal interval, we can no longer make
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Fig. 5.2. Varying values of perturbation p from the concentration with 
p =  10~3, p =  10~2, p = 10-1 , p — 1, where m =  0 and (ne)2 =  1

this assumption, and cannot expect our theoretical results to hold. Thus, p must be 

small, and likewise r given by (5.2) must be small in order to get results tha t resemble 

spinodal decomposition. This can be seen as p reaches a value of one, because the 

ratio is small and the graph is relatively flat.

5.2.3 R esu lts for th e  P rod u ct (en)2

We showed in subsection 2.2.1 tha t we can expect to see spinodal decomposition 

for values of n  close to 1/e, and for n > 1/e. In this experiment we would like to
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get an idea for how much less than l/e , n can be and still give good results. The 

param eter considered in this experiment is (en)2, hence, param eter values less than 

one correspond to n < 1/e, and param eter values greater than one correspond to 

n > 1/e. The other parameters are set with p = 10-1 and m = 0.

From the plot given in Fig. 5.3 we find th a t for (en)2 =  .5, the ratio is imme­

diately very close to one and stays close to one for a large time. Thus, we are lead 

to believe that the stated bound on n could be made smaller. For the higher value 

(en)2 =  10, we notice that the ratio comes close to one, but takes longer to reach that 

point. Nevertheless, these experiments do portray what we would expect to see.

5.3 E yre’s M ethod

Here we present the results of the same experiments, which were done using 

Eyre’s method. Upon observation of Fig. 5.4, Fig. 5.5, and Fig. 5.6, it becomes clear 

th a t the only notable difference between the results for each scheme is the number of 

time steps needed to reach a particular time, but this issue will be addressed in the 

discussion of our results. However, qualitatively, we note no outstanding difference, 

and make the same conclusions for the results obtained by way of Eyre’s method as 

we did for the Crank-Nicolson method.

5.4 D iscussion  of th e  N u m erical R esu lts

These numerical results portray precisely what was expected given the previously 

established theory. As the three different param eter values were varied, we saw when 

spinodal decomposition takes place for the spatially discrete Cahn-Hilliard equation.

It can be seen that, on average, the ratio in each experiment reached its highest 

point for a relatively small time. Then the value of the ratio decreased and eventually
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stayed near a constant value for a large time. We refer especially to Fig. 5.1, which 

was taken out to a larger time than the other experiments. The ratio stays close 

one briefly because the coarsening process begins to take place. The nodal domains 

are no longer of order e, and the solutions can no longer be described solely by the 

eigenfunctions corresponding to the positive eigenvalues.

It should be noted that the same initial condition was used for each test on the 

parameter (ne)2, and the initial conditions for the other experiments only changed 

as the param eter value was changed. Something th a t should be considered in future 

analysis would be Monte Carlo simulations that give many results for many different 

initial conditions (cf. [36]). Another interesting experiment would be to vary the size 

of n directly. It is possible tha t a larger value of n would have led to better results.

Notice also that the norm used to calculate the ratio was the L 2 norm, but the 

norm used to derive our results was the graph norm given by (3.2). Clearly, these 

norms are very different, and would give different results. Similar experiments done 

using the graph norm were performed in [36]. In these experiments, solutions of 

the linearized Cahn-Hilliard equation are compared to the solutions of the nonlinear 

problem, using the Fourier series representation used in our ratio estimate. Our ex­

periments differ because we are comparing the estim ated solutions with the solutions 

•corresponding to the positive eigenvalues, but our experiments could be done using 

the same norm. In fact, it would be interesting to redo our numerical analysis using 

the norm given by || • ||*, because it is possible tha t the results would change.

Let the Crank-Nicolson m ethod have an average time step of size rc and Eyre’s 

method have an average time step of size r e. It was noted earlier th a t the only 

significant difference between the two numerical schemes used was in the number of 

time steps needed to reach the same final time. This can be observed in Table 5.1,
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where the average step size of each m ethod is given for different tolerances varying 

only p. Notice th a t % r e for each tolerance, due to the fact th a t Eyre’s method is 

a lower order method. In addition, the step size decreases as the tolerance is made 

smaller, just as we would expect. Furthermore, Fig 5.7 plots the ratio for each different

Tolerance Tc Te

i—
1 o i to 453 .145

10-3 .43 .061
IQ"* .3 .024

Table 5.1. Average time step size for each method as p was varied given an error
tolerance

error tolerance, using the Crank-Nicolson method and two values for p. Notice that 

a higher tolerance has little or no effect on the ratio.

Upon conclusion of this discussion, we compare the solutions of the two time 

stepping schemes. From Fig. 5.8, it is clear tha t the solutions for each method were 

the same. In this figure, both the Crank-Nicolson method and Eyre’s method were 

plotted for the parameter values m  =  0, p =  10-1, and (ne)2 =  1, where each method 

was taken out to a final time of approximately 90, and the result for each was almost 

the same line. We expected to see Eyre’s method give less accurate results because it 

was solving the problem using an approximation of the nonlinearity, but the Crank- 

Nicolson method solved the full nonlinear problem, and gave nearly the same results. 

In the future, it would be interesting to see how the comparison of these two methods 

would change if the same experiments were performed using the extrapolated Crank- 

Nicolson method (cf. [12]), which uses the previous time step to approximate the 

nonlinearity.
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C hapter 6 

C O N C L U SIO N S A N D  F U T U R E  W O R K

We have studied spinodal decomposition for the spatially discrete Cahn-Hilliard 

equation. In this analysis, the given equation was divided into a linear part and a 

nonlinear part, as was done in a similar study of the continuous Cahn-Hilliard equa­

tion. The analysis for the nonlinear part followed exactly as it did for the continuous 

equation. For the linear part, it was shown that the positive eigenvalues of the dis­

crete linear operator were almost equal to the positive eigenvalues of the continuous 

linear operator for sufficiently large n. We were concerned only with the positive 

eigenvalues because the negative eigenvalues have little or no effect on the solution 

when spinodal decomposition takes place. This enabled us to use in our analysis the 

results derived for the continuous linear operator.

It was shown th a t with a probability close to one, an initial condition chosen at 

random inside a neighborhood of some equilibrium in the spinodal interval would lead 

to an orbit th a t exited a larger neighborhood close to the subspace corresponding to 

the positive eigenvalues of the linear operator for the Cahn-Hilliard equation. For the 

nonlinear problem this subspace was replaced by an invariant manifold with the same 

probability estimate holding true. When this occurs, we get spinodal decomposition.

In our analysis, we showed what values of n  would guarantee these results. From 

Lemma 2.4, we find a lower bound on n  th a t enables us to use the analysis of the 

continuous problem. We also found that if n is close to 1/e or if zz > 1/e, the effects 

of the negative eigenvalues are very small, giving spinodal decomposition, and our 

probability estimate holds. This is our main result and contribution.
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We followed this theoretical analysis with numerical simulations that back these 

results well. In particular, the theoretical results depend on three things: the size of 

n  relative to e, the distance an initial condition started  from the equilibrium point, 

and whether the equilibrium point was contained in the spinodal interval or not. 

Using two different time stepping techniques, each of these aspects was examined 

numerically by considering the ratio of the Fourier coefficients for the solution using 

only the positive eigenvalues, with th a t of the estim ated solution. Overall, the results 

showed that spinodal decomposition takes place when n  is close to, or greater than 

1/e, when m  is in the spinodal interval, and when the initial condition starts close 

enough to m.

A comparison of the time stepping techniques known as Eyre’s method and the 

Crank-Nicolson method was also performed. We found th a t Eyre’s method offered 

accurate approximations, considering th a t it solved the equation using an approxi­

mation of the nonlinearity. We also noticed that Eyre’s method required many more 

time steps, which was expected since it is a lower order method. This leaves us 

with a question of which method required the most linear system solves, because the 

Crank-Nicolson method solved more than one linear system per time step.

Theoretical results on when and how spinodal decomposition occur for the Cahn- 

Hilliard equation with both spatial and time discretizations have yet to be derived. 

These results would be beneficial since numerical simulations require a time discretiza­

tion. We believe an analysis similar to what we have done with the spatially discrete 

problem, could be done for the fully discrete problem, but that has yet to be de­

termined. Furthermore, the numerical results in this paper suggest th a t the lower 

bound we have imposed on n  may be too high, meaning that we could consistently 

get spinodal decomposition for smaller n. The question now is how much smaller
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could we let n be and still guarantee th a t the results will accurately model spinodal 

decomposition? In addition, the bound on the radius of the ball Br (0) is accurate, 

but what this means in term s of real values for r is still unclear. Numerically, one 

thing that should be considered is how different the results would be if the graph 

norm was used to compute the ratio rather than the L 2 norm. Another thing to be 

considered would be a mixed error estimate for the Newton tolerance, in which the 

norm of S3 is checked as well as he norm of G.
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