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ABSTRACT
The algorithms for the Fourier theoretical solutions 

of the One-way and Two-way non-reflecting wave equations 
are presented. The Fourier theoretical method calculates 
exact spatial derivatives in the spatial frequency 
(kx,kz) domain, and the time derivatives are calculated 
by using conventional one-dimensional finite difference 
schemes. The Fourier theoretical approach requires fewer 
spatial grid points than full three-dimensional finite 
difference methods (X,Z,t). Therefore, it is believed 
that the Fourier theoretical method will be more efficient 
for both forward (exploding reflector) and inverse 
(Reverse time migration) modeling.

The Fourier theoretical approach for the One-way 
wave equation is tested against five earth models : a
point diffractor in a homogeneous medium, a point 
diffractor in a vertically layered medium, a fault block 
model, a syncline model, and an anticline model. The 
models are used in both the forward and inverse modeling 
examples. The results are accurate for all models when 
compared to the known solutions.
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INTRODUCTION
Since exact analytical solutions to the elastic/ 

acoustic wave equation do not exist for most subsurface 
models of geologic interest, the need for numerical 
approximations to the wave equation has been of concern 
to the geophysical community for some time. The numerical 
approximations are used in applications of forward and 
inverse modeling. A great deal of time and effort is 

being dedicated not only to the derivation of algorithms, 
but also to their implementation on high speed digital.

Until recently, finite difference schemes have been 
one of the most popular ways of representing the wave 
equation numerically. Unfortunately, conventional finite 
difference schemes are limited because of problems with 

spatial aliasing. Depending on the scheme used, the grid 
size must be considerably smaller than the shortest wave 
length component under consideration. The error is in part 

due to numerical truncation, which tends to dominate the 
shorter wave lengths. This problem manifests itself in 
the numerical solution as grid dispersion.

A number of finite difference schemes have been 
proposed to help alleviate such numerical problems. In



T-2921 2

recent years, very sophisticated schemes have been developed 
at Los Alamos to map expanding wave fronts in nuclear blasts. 
Many of these schemes use dynamic grid sizes. The grid 
spacing changes as the wave fronts progress through the 
model.

A second approach is to evaluate the spatial deriva­
tives analytically. By considering the solution of the 

wave equation as a complete set of orthogonal basis 
functions, it is possible to compute the exact derivative 
of the composite function. Numerically, the Fourier 
Series (the Fast Fourier Transform) is ideally suited for 

this task, and a method known as the Fourier theoretical 
approach (Kosloff, 1982) takes advantage of this.

This thesis analyzes the Fourier theoretical approach 
with applications to both forward and inverse modeling.
This method is applied to both One-way and Two-way non­
reflecting wave equations. Because of the simplicity of 
the wave equation involved, the One-way equation is 

ideally suited to evaluate the capabilities of this 
algorithm. This approximation has been implemented to 
demonstrate the advantages and disadvantages of the Fourier 
theoretical technique. The Fourier theoretical solution 
to the Two-way non-reflecting wave equation is derived to
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demonstrate the capability of applying the technique to 
more sophisticated forms of the wave equations.
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FUNDAMENTALS OF THE FOURIER THEORETICAL METHOD

General Theoretical Development 
Although finite difference schemes are one of the 

most elegant and straight forward ways of representing 

the wave equation numerically, the applications of such 
algorithms have been limited due to an inherent problem.
In most cases, the grid spacing (the spatial sampling rate) 
in X and Z is severely limited due to stability considera­
tions, and improper choices of grid spacing result in 
errors which propagate due to numerical truncation of the 
shortest wave length components. In most cases the minimum 
spatial sampling rate needs to be at least twelve nodes 
for the shortest wave length. However, in many applications 
2 5 nodes per shortest wave length are used to avoid grid 
dispersion;

xmin = ± T T 1 ' (1)

Amin = shortest wave length ; 
fmax = maximum frequency content of data ;
Vmin = minimum velocity ;
Armax= maximum allowable grid spacing.



T-2921 5

In modeling, a fine grid spacing, while increasing 
the physical size of the finite difference solution, is 
not a problem, as it is simple to resample to a larger 
grid spacing once the solution is computed. In migration, 

however, since our X-grid spacing (the horizontal spacing) 
is set during acquisition, it is highly undesirable to 
resample to a larger grid spacing because recorded events 
may be spatially aliased. The Fourier theoretical 

technique is better suited for this purpose, since this 
method is independent of the spatial sample rate.

In this paper, the acoustic wave equation is used 
to evaluate the Fourier theoretical technique. Consider 
the acoustic wave equation of the form

P(X,Z,t) = V(X,Z)2V2P(X,Z,t) (2)
(see Appendix A) 

where P is the wave field representing the pressure, t 
is the time of propagation, and X and Z are the horizontal 
and vertical distances, respectively. If the media 
represented by P (X,Z,t) is considered to be homogeneous 
(constant velocity V), then the solution of the above wave 
equation can be written as a Fourier series (Gazdag, 1981).
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P(x,z,t) =  Z Z Z p(kx ,kz,a)el(kxX+kzZ tot) (3)

Summing over all k^'s, k^'s and where Pfk^fk^/W) 
is the three-dimensional Fourier transform of P(X,Z,t).
This formulation implies that the pressure field P (X,Z,t) 
must be band limited to nyquist, and that it becomes 
periodic in X and Z. A band limited system assumption 
does not cause any problem, but considering the 

model periodic, could result in undesirable artifacts.
Since the solution of the wave equation can be written 

as a Fourier series in X and Z, it is possible to compute 
the spatial derivatives in the (k̂ , k^) domain.

An Example of the Fourier Theoretical Approximation
Starting with the acoustic wave equation

P = V(X,Z)2V2P , (4)

the goal is to approximate the solution with a finite 
difference scheme in time and a Fourier theoretical 
approximation in space. A classic form of approximating 

the second derivative explicitly is

d2P(t) _ P(t+At)-2P(t)+P(t-At)_ — - , 13;
at At
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where
1 . P(t-At), P(t), and P(t+At) are three consecutive 

wave fields in time ;
2. At is the time sampling interval;
3. The error in this approximation is of the order

0 (At2) .
Using equation (5), the forward numerical solution is

P (t+At) = 2P(t)-P(t-At)+At2V2V2P (t) , (6)
which is an approximation of the pressure field at 
P(t+At) related directly to P(t) and P(t-At). By using 
the relationships in equation (3), the pressure field 
can be represented as a Fourier series. The second deriva­
tive of the pressure field is then represented by

V2P - (kx2+kz2)P (kx ,kz,a))el(kxX+kzZ"ayt) . (7)

Therefore, the solution of the acoustic wave equation 
involving a one-dimensional finite difference in time and 
a Fourier approximation of the derivatives in space is

a combination of equations (6) and (7).
In theory, this type of approximation to the solution 

of the wave equation should be identical to that of full
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two-dimensional (X,Z,t) finite difference approximations.
In this case, the spatial finite difference equations are 
substituted by a hybrid scheme which uses a Fourier domain 
approximation of the second derivative. This numerical 
solution to the derivative is exact within the frequency 
bank of the spatial mesh (Kosloff, 1982) , implying that for 
the given frequencies the derivatives will be numerically 
accurate.

Theoretical Development of the One-Way Wave Equation
The relationships in equations (6) and (7) can be used 

in place of conventional finite difference schemes for for­
ward modeling if multiples are desired. In seismic applica­
tions f however, it is desirable to be able to separate 
the upward and downward traveling waves to eliminate 
multiples which would hinder inverse modeling solutions 
(Claerbout, 1976). Since the direction of propagation of 
the wave front is controlled by the wave vector ( , kz) and 
its temporal frequency (g o) , upward and downward traveling 
waves can be separated by the dispersion relationship in 
the frequency wave number domain if the velocity v in the 

medium is assumed to be constant :

a)2 = (kx2+kz2) V2. 

(see Appendix B)

(8)
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By taking the square root of both sides of equation (8)

2 __ 2\%,w = ±(kx +kz ) V, (9)
the upward and downward traveling waves are separated.
When the dispersion relationship in equation (9) is applied 
to the acoustic wave equation, the sign will control the 
direction of travel, and since the restriction of waves 
traveling in one direction only needs to apply in the z 
direction

or

a) = Vk

a) = Vsgn (k ) (k ^+k 2 ) ̂   ̂ z x z

(10)

(ID
where if the wave number vector is given by K = k x+k z then— x z

1 . kz<0 : each wave component is displaced in the
direction of its wave number vector;

2 . kz>0 : each wave component is displaced opposite
of its wave number vector.

Since it is known that

transforms to
iwP ; P (X,Z,w)

^  ; P(x,z,t)
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by using equation (11) in the case of a constant velocity 
field (homogeneous earth) the One-way wave equation is 
derived in the Time-wave-number domain (SAL, 1983) :

gf = i Vsgn (kz) (kx2+kz2)!sP .
In the spatial domain equation (12) is

(12

Ü  - VFxz 1 i sgn(kz) (kx2+kz2)!sFx2+1(P) (13)
+ 1 “ Iwhere F and F are the forward and inverse two-xz xz

dimensional spatial Fourier transform operators respectively 
Unfortunately since the multiplication factor,

2 2 ^i sgn(kz)(k +k^ ) 2, cannot be represented in the (X,Z) 
domain, the forward and inverse two-dimensional transforms 
will have to be evaluated for each time step.

Implementation of equation (13) for each time step 
is summarized as follows:

1. Take the spatial two-dimensional Fourier 
transform of P (X ,Z,t^) ;

2. Multiply by the one-way derivative operator ;
3. Take the inverse two-dimensional Fourier 

transform of P(k ,k ,t.) ;X Z ' 2/
4. Multiply by the velocity field V;
5. Resulting in dP/dt.
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Limitation of the One-Way Wave Equation
The One-way wave equation is obtained from the 

acoustic wave equation. Because of this, it is affected 
by the set of assumptions made in the derivation of the 
acoustic wave equation. The initial assumption made is 
that the acoustic wave equation assumes an isotropic 
fluid with zero viscosity. Assuming a fluid medium 
restricts the solution only to compressional waves.
While this assumption reduces the validity of the solu­
tions , the primary data of interest in seismic applications 
is that of compress ional waves. In areas of complex 
geology (high velocity gradients and complex geologic 
structures), where shear waves and converted waves give 
important information, the solution from the field 
assumption may not be accurate enough. The next assumption 
is done to obtain linear relationships between pressure 
and particle velocity from the non-linear forms. It 
can be shown (Berkhout, 19 8 2) that this assumption is 
valid for practical seismic velocities. The final 
assumption made in the derivation of the acoustic wave 
equation is that Vlnp is zero. Ignoring inhomogeneity 
in density is a common assumption made in many seismic
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applications. However, in the derivation of the 
acoustic wave equation, two fundamental acoustic 
parameters are compressibility (K = bulk modulus) and 
density (p). Both parameters determine the acoustic 
velocity

Therefore, if we neglect the density term VP*Vlnp, it 
does not mean that the influence of variable density 
is ignored. In fact, the effect of density on a seismic 
wave is included in the velocity field (Berkhout,
1982) .

The second set of assumptions affects the final 
solution in a more severe manner. In the derivation 
of the One-way wave equation, the velocity field is 
transformed into the wave number domain. To do this, 
a homogeneous velocity is assumed. If the One-way wave 
equation could only work for homogeneous velocities, 
this would be unacceptable. However, in the final form 
of the wave equation, an inhomogeneous velocity field 
is allowed. While physically this is incorrect, in 
practice it is shown that as long as the velocities
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vary slowly throughout the model, the times of propaga 
tion of the wave fronts are correct.

The wave equation in the form of equation (13) 
is an ordinary differential equation which can be 
solved by any standard numerical method. Because of 
the assumptions made during the derivation of the 
One-way wave equation, it is not necessary to use some 
of the highly accurate finite difference schemes 
(Runga Kutta), and hence two simple schemes are con­
sidered .

Taylor Series Approximation
Gazdag (1981) proposes to use a Taylor series 

approximation

P t t + A t )  =  e 1 2 m .  . A t l  
n 9 tn n '

to solve equation (13). This term gains accuracy as
more terms are considered. By using the first four
terms,

(14)
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P (t+At) = P(t)+||At+|^ jT- + ^  HO(At4)
91

(15)

and a recursive method to solve the higher order deriva­
tives

dnp —1
T E  = v(x’2)Fxz dt

i sgn(kz)(kx2+kz2)^Fxz+1 d"'1?
dtn-1

(16)

the One-way wave equation is solved. If this scheme is 
implemented it would involve six full two-dimensional 
transforms per time step. Because of the expense of the 
Fourier transform this would not be a viable alternative.

Centered Difference Approximation

Instead of evaluating higher order derivatives, it 
would be more appropriate to approximate the first 
derivative with a lower order scheme but take smaller 
time steps. Kosloff (1982) proposes to use a centered 
difference scheme

dPn Pn+1-Pn 1
dt~ =  2H   ' (17)

where Pn = P(nAt)
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to approximate the first derivative. In fact, because 
of the approximations made in deriving the One-way wave 
equation, the accuracy of the centered difference scheme 
is sufficient to get a good solution. It is this 
algorithm which has been implemented for both modeling 
and reverse time migration.

Implementation of the One-Way Wave Equation 
The One-way wave equation

dP -i
dt = V ( X 'Z ) F XZ i sgn(kz) (k^+k^ 2 ) (P (x , z , t ) ) (18)

as previously discussed, is a simplified form in which spatial 
derivatives involving the velocity are ignored. While it 
may seem that this a gross approximation of the wave 
equation, since a Taylor series was not used to derive this 
solution, there is no restriction on the angles of dip it 
should be able to handle. It is because of this that it is 
called the ninety degree wave equation. As long as the 
velocity gradient is not too large, the wave field will be 
correctly reconstructed.
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Forward Propagation
By using an explicit centered difference approximation 

to the first derivative,

Pn+1 = 2 At + P11”1 (19)

and by combining equations (18) and (19), the first time
derivative can be related to the spatial derivatives 
numerically.

In the implementation of equation (19), there are 
several factors which must be considered.

Stability
While there are no severe restrictions on the spatial 

derivatives because of the Fourier theoretical approach, 
there is a relationship between the spatial sampling rate 
and temporal frequency spectrum. This restriction is a 
nyquist-like relationship,

A r m a x  <  Ü i S ?  ( 2 0 >

which means that there should be at least two spatial
samples for the shortest possible wave length. By re­
stricting the frequency spectrum of the source wavelet, 
it is possible to increase the grid spacing to an allowable
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amount. Because of the accuracy of the derivatives 
computed in the wave number domain, the stability restric­
tion is different from that of a normal finite difference 
scheme (equation (1)).

The other stability requirement, due to the finite 
difference in time, is that of the size of the time 
step. It can be shown that for the centered difference 
scheme, the time step has to be

/2" TiVmax (21)
if Ax = Az (see Appendix B).

Therefore, before modeling is done, the source 
function has to be resampled to a sample rate less than At. 
To do this resampling, I chose a sin(x)/x interpolation 
scheme. The interpolation is done in the frequency domain 
by padding the spectrum with zeros and doing an inverse 
transform back to time. This type of interpolation 
guarantees that the frequency spectrum of the original 
data will remain unchanged.

Once the grid spacing is determined and the source 
function is resampled, the pressure field can be propagated 
through the earth. By using an exploding reflector
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approximation (see Figure 1), the source function is 
inserted along any boundary which is to be mapped into 
time. As time progresses, the source function is 
continuously added into the boundaries. Then, as the 
wave propagates through (X,Z), it can be mapped into 
time at Z = 0.

Numerical Dispersion
In the Fourier theoretical method, the spatial 

derivative operator is accurate for any pressure 
field within the frequency band of the spatial mesh.
If the source function S (x,t) has the appropriate 
frequency spectrum, then errors in the numerical solu­
tion will come from the inaccuracy of the time derivative 
(the finite difference) approximation. The error appears 
in the solution as numerical dispersion< Unlike con­
ventional finite differences (Alford, 1974), dispersion 
diminishes rapidly as the size of the time step is 
decreased. At the stability limit for the one-dimensional 
case.

Ax
where a = — —

VAt < a

/2 7T (22
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the numerical dispersion is considerable. However, 
as the time step is decreased, the effects of dispersion 
will almost disappear. When a = 0.2, there is almost no 
numerical dispersion for all frequencies in the band of 
the mesh.

Comparing the dispersion relationships calculated 
by Alford (1974) for normal finite difference schemes of 
the acoustic wave equation (see Figure 2) to those of 
the Fourier theoretical approach (see Figure 3; Kosloff, 
1982), the Fourier approach will have much smaller errors 
for the same a.

Boundary Conditions
The periodic nature of the Fourier method can cause 

problems when considering boundary conditions. True 
absorbing boundaries are very difficult to design in 
the wave number domain, therefore to simulate absorbing 
boundary conditions the velocity field around the edges 
is slowly tapered to zero. This boundary condition, while 
not a true absorbing boundary, behaves nicely as long 
as the gradient of the taper on the velocity field is 
small.
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c/v

o .8 1.6 2.4 KDX

Figure 2. Dispersion relationships of a second order
finite difference scheme for the homogeneous 
wave equation for different ratios of a 
(Alford, 1974).
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Figure 3. Dispersion relationships of the Fourier
theoretical technique approximation of the 
One-way wave equation for different ratios 
of a.
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Another way of eliminating the "wrap around" problem 
of the periodic boundary condition is done during the 
construction of the spatial mesh. The spatial grid for 
the Fourier theoretical approach has to be large enough 
to insure that the "critical" events will arrive before 
the "wrap around", due to the periodic boundary conditions, 
occurs.

Reverse Time Migration
Migration in Reverse time (Baysal, 1982 ; see Figure 4) 

uses the same algorithms and stability requirements as 
the exploding reflector modeling procedure. There are 
only two differences. The first is that, instead of 
picking a grid spacing according to the frequency content 

of our data, the data is filtered relative to the set 
grid spacing in X. It is better to filter the data in 
time than to resample it in X because of problems with 
events which are spatially aliased. From equation (20),

Ar = (Ax^+Az^)^ and if Ax = Az,

fmax < ■ Yy-- , (23)
/2 irAr
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the maximum allowable frequency for a given grid spacing 
is obtained by filtering the input data back to the 
maximum allowable frequency that the stability criterion 
will allow. The filtering has to be done before the 
migration because instabilities due to spatial sampling 
will appear as periodic components due to aliasing, and 
will corrupt the solution in a manner which cannot be 
corrected after the fact.

The second difference is the way the boundary condi­
tions are handled. In the case of modeling, the surface 
time response is the unknown. However, in migration, 
the time response along the Z = 0 axis is known for all 
time, but the depth response at t = 0 is not. By stepping 
backwards in time using

Pn-1 = Pn+1-2At — - (24)

and equation (18), the wave field in depth is reconstructed 
back until t = 0 .

Problems
The one problem that exists with both the modeling 

and Reverse time migration algorithm for the One-way 
wave equation is inherent in the derivative factor which
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is used to multiply the spatial frequencies. To understand 
this problem, it is necessary to analyze the derivative 
operator

which can be divided into two distinct parts. The first 
part

is a two-dimensional form of a first derivative. It is 
not a smooth operator ; it has slight discontinuities in its 
derivative along the spatial nyquist frequencies and at 

= kz = 0 (the absolute DC point in a two-dimensional 
Fourier domain). These discontinuities are very small, and 
while they may cause slight Cibb's phenomena, it does not 
affect the solution. The second part

is a Hilbert transform operator. During early time in 
the modeling, when the spatial wave field is almost zero 
and spikes are being forced in as source/boundary condi­
tions, the side lobes after the inverse spatial transforms

i sgn(kz) (kx 2+kz2) ̂ (25)

(26)

i sgn(kz) (27)
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are very large. The large side lobes create what appears 
to be vertical plane waves which give a time domain response 
very similar to that of a direct wave. Unfortunately, 
the exploding reflector model does not give a direct wave 
response. It is interesting to note that the "vertical 
plane waves" are not apparent in Reverse time migration, 
because, unlike single point diffractors, the response is 
defined over all space (all X) on the surface (z = 0).
This impedes the vertical plane waves from forming.

The Two-Way Non-Reflecting Wave Equation 
The acoustic wave equation obtained for a variable 

velocity and density field is

pv-(iyp) = (28)P v2

(see Appendix C)
To obtain the Two-way non-reflecting wave equation, 
constant impedance across any boundary is assumed;

pV = constant * (29)
When equations (28) and (29) are combined, the result is 
a Two-way non-reflecting wave equation where the reflection 
coefficient at normal incidence is zero :
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V 9x V 9P9x + V-9z V9P 9 z
9fp
9t2

(30)
(Baysal, 1984)

By using the Fourier theoretical approach in space, 
and a finite difference in time, this form of the wave 
equation can be implemented. The second derivative in 
space is approximated by

d2pn Pn+1-2Pn+Pn -1 (31)
dt At

This time, however, the spatial derivatives are implemented 
in a slightly different fashion. Looking at the one­
dimensional case, the wave equation involves two first 
derivatives in space and a second derivative approxima­
tion in time,

V'9x V 9P9x =V (x,z)F -1
x ikxFx+1{V (x , z ) Fx 1 (ikxFx+1 (P(x,z , t) ) }

(32)
where Fx+  ̂and Fx  ̂are one-dimensional forward and in­

verse Fourier transforms.
The Fourier theoretical solution of this wave equation 

involves a series of one-dimensional Fourier transforms, 
which are easier to implement than a two-dimensional one.
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There is great potential in this form of the wave equation, 
especially for migration, because in theory it would have 
no dip or velocity gradient limitations.

Implementation of the Two-Way Non-Reflecting Wave Equation 
The Two-way non-reflecting wave equation

V 9P3x + V dz V 9P 3 z (33)

is a more accurate form than the One-way wave equation 
to apply to the exploding reflector concept for both 
the forward and inverse problem. The Two-way non­

reflecting wave equation simultaneously allows both up and 
down going waves. In a homogeneous medium it is identical 
to the acoustic wave equation. However, when propagating 
from one medium to another, the wave equation has a zero 
reflection coefficient for a normal incident wave (see 
Appendix C). Hence the name Two-way non-reflecting wave 
equation. While this may seem in contradiction to the 
exploding reflector concept, unlike the One-way wave 
equation, it allows the model to approximate the wave field 
in very high velocity gradients.



In a comparison between the One-way wave equation and 
the Two-way non-reflecting wave equation, the differences 
become apparent. The model is an overhanging fault block 
of 3000 ft/sec, imbedded in a linear velocity gradient 
medium increasing 4.4 ft/sec per foot from 2000 ft/sec 
to 24,000 ft/sec (see Figure 5). The One-way wave equation 
in an exploding reflector approximation, because there is 
only upgoing waves, cannot properly model the wave front 
which is propagating through the high velocity gradient 
layer (see Figure 6). What should really be happening 
is that the wave front generated by the fault plane initially 
travels downward and is then turned around by refraction 
and will propagate to the surface. This is correctly 
modeled by the Two-way non-reflecting wave equation (see 
Figures 7 and 8).

The non-reflecting wave equation is conceptually 
easier to implement than the One-way wave equation and the 
method of applying this form of the equation by using 
the Fourier theoretical technique will be demonstrated 
with the one-dimensional form:
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Figure 5. The velocity gradient model used to test the
effects of high velocity gradients on the One-way 
wave equation.
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Figure 6 . Depth snapshot of the velocity gradient model 
for the One-way wave equation.



500
0 

400
0 

30
00

T-2921 33

Fi
gu
re
 

7. 
De
pt
h 

sn
ap
sh
ot
 

of 
the

 
ve
lo
ci
ty
 

gr
ad
ie
nt
 
mo
de
l 

for
 

the
 

Tw
o-

wa
y 

no
n-
re
fl
ec
ti
ng
 
wa
ve
 

eq
ua

ti
on

.



T-2921 34

1 0) > > rd fd > 3IO &>
g.54-1 (D ü Æ 04-) i—I 4-' 54 0 O U 44 I ti O C
>:
?o

pH0TS
1

4-1C0 •H É-i Tdfd 0 U jC Cn E-t
4-> ••H C U O O -H i—1 4J 0 fd > P O" 0 0
4J 0 >44 fdO ^
4-> & O C Æ -H cn 4->Ou ufd 0 C H ÜD 44 0
5  V

& §  Q C

co
0kP
*HPm

eq
ua
ti
on
 
wi
ll
 

re
fr
ac
t 

the
 
wa
ve
 

fr
on
t 

fr
om
 

the
 

fa
ul
t 

pl
an
e 

ba
ck

 
to 

the
 

su
rf
ac
e 

due
 

to 
the

 
hi
gh
 

ve
lo
ci
ty
 

gr
ad
ie
nt
 

in 
the

 
mo

de
l.



T-2921 35

where P is the pressure field and V(X,Z) is a spatially
varying velocity field. The second derivative in time
is approximated by the explicit finite difference approxima-

2tion in equation (31), which is a second order (0(AT )) 
accurate scheme.

The spatial derivatives are implemented in the 
Fourier domain. Taking equation (34), it is necessary 
to

1. Transform the pressure field by a one­
dimensional Fourier transform;

2. Multiply by the first derivative operator (ik);
3. Do an inverse transform;
4. Multiply by the velocity field ;
5. Again transform the field to the Fourier domain ;
6 . Multiply by the first derivative operator ;
7. Inverse transform;
8 . Multiply by the velocity field.

It is apparent that the Two-way non-reflecting wave 
equation is taking a derivative of the velocity field 
as well as derivatives of the pressure field. In two 
dimensions the spatial derivatives would be approximated 
by
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V(x,z)F *1 ik F +1(V(x,z)F 1{ik F +1 (P) })X X X  X X X

V(x,z)F ~1 ik F +1(V(x,z)F _1{ik F +1(P) }) z z z z z z

+

(36)
at'

Stability
As in the One-way wave equation, the only stability 

restriction in space is the nyquist relationship

fmax < . (37)

The second derivative in time, however, will give a 
different stability relationship for the finite difference :

< V I  if Ax = Az. (38)AX 7T
It will be necessary to resample the data in time. The 
stability criterion is twice as large as the constraint 
for the One-way wave equation (see Appendix C).

Boundary Conditions and Numerical Dispersion
It is not necessary to discuss the boundary conditions 

and dispersion relationships (see Appendix C) as they are 
also very similar to those of the One-way wave equation.
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Problems
The problem which plagues the Two-way non-reflecting 

wave equation is not a numerical but computational one. 
Instead of involving two two-dimensional transforms, it 
entails four forward and four inverse transforms. The 
amount of computations can cause a number of application 
problems.

The Numerical Two-Dimensional Fourier Transform
The limiting factor in the Fourier theoretical 

method is the ability to take two-dimensional transforms. 
This operation is done thousands of times in the simplest 
form of the hybrid scheme, therefore it is necessary to 
develop a scheme which is fast and efficient relative to 
memory usage and I/O. Because computers have a finite 
memory, it is necessary for the two-dimensional Fourier 
transform to be computed with a method which stores most 
of the data out of core. There are two such schemes 
which I have implemented.

The first assumes that the data is stored so that 
one of the directions is stored contiguously (columns) 
on a mass storage device. First the values are transformed 
using system FFTs. The non-contiguous element (row)
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transforms are done by considering each column as a array 
Vi. During a row Fourier transform operation, every 
element in array Vi will have the same operation done 
to it... eg: the complex scale factor is the same for
every element in Vi. Because this form of the two- 
dimensional FFT is I/O bound, it is ideal for a vector 
processor where the access time to the mass storage device 
is very fast.

The second algorithm of computing two-dimensional 
FFTs is proposed by Gazdag (SAL, 1983). The data is blocked 
into small equal subsets. The idea behind the algorithm 
is to reconstruct the contiguous elements of the vector 
on the "fly" and then use the system FFTs in both directions. 
This form of the two-dimensional FFT is not I/O bound 
as the transfers can be coded very efficiently. However 
the coding is very complicated. If memory size is severely 
restricted (such as in a FPS-100 array processor) this is 
the way to do the two-dimensional transform.

Computational Problems of the 
Fourier Theoretical Technique

The Fourier theoretical method for solving partial 
differential equations is a very powerful method to
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accurately approximate derivatives. However, until 
recently, it was not considered as a viable alternative 
to the more cumbersome finite difference techniques.
The reason will become more apparent as I use the One-way 
wave equation as a case history. The algorithm for the 
One-way wave equation can be divided into two distinct 
operations :

1. Preprocessing the data... Filtering and re­
sampling in time to compensate for the 
stability and dispersion due to the finite 
difference in time ?

2. Implementation of the hybrid finite difference 
scheme.

The preprocessing of the data is necessary but is a standard 
one time process and does not cause any undue computational 
problem.

The second step, implementing the One-way wave equation 
as in equation (18), can be divided into five distinct 
steps per time increment;

1. A forward two-dimensional Fourier transform;
2. Multiplication by the one-way propagation 

operator;
3. An inverse two-dimensional Fourier transform;
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4. Multiplication by the velocity field;
5. Finite difference addition.

While very simple in nature it is necessary to look at 
the number of operations involved in the above five 
steps.

Assuming an N by N grid
1) The most efficient and fast way to approximate the 
Fourier transform is through the Fast Fourier transform 
(FFT). This is an N * log(N) operation. Therefore, 
for one two-dimensional FFT it would involve

N rows * (N*log(N))+
N columns* (N*log(N))

operations.
2) Multiplication by an N*N point grid for the One-way 
propagation operator:

N squared operations.
3) Inverse two-dimensional FFT:

N rows * (N*log(N))+
N columns* (N*log(N)).

4) Multiplication by an N*N point velocity field :
N squared operations.

5) The finite difference addition :
N squared operations.
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The total number of operations is
4*N2*log(N)+3*N2 

Taking a small grid of 512 by 512 grid points, the total 
number of operations by time step is on the order of 
10.2 million operations. If there was five seconds of 
data and a time step of one millisecond (5000 time steps), 
the total number of operations involved would be a phenom­
enal 51 billion.

The second problem inherent in Fourier techniques is 
of the same order of magnitude. The hybrid scheme involves 
six distinctly different matrices on which operations 
are done

V(x,z), D(kx ,kz), Pn , Pn+1, P11”1, work (kx ,kz)
2Each of the matrices are complex valued (2*N in size).

The total number of words required in the case of the 
512 by 512 grid would be 3.1 million words.

Because of these two problems the Fourier theoretical 
technique has not attracted attention until recently. With 
the advent of super digital computers and array processors 
this technique is becoming a viable process.
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RESULTS OF FORWARD AND INVERSE MODELING 
To investigate the Fourier theoretical method, a 

series of experiments are done by using the One-way wave 
equation. In the case of modeling an exploding reflector 
approximation is assumed, and for migration. Reverse 
time migration is used. The initial tests involve a single 
point diffr^ctor with various configurations of velocity 
fields. The last three experiments are done with three 
complex earths : a fault block model, a syncline, and an
anticline. In the three cases the Reverse time migrations 
are done with both correct and incorrect velocity models.

Point Diffractor

Forward and Inverse Modeling in a Homogeneous Medium
Initially, a homogeneous earth is used to test propaga­

tion of a point source in the earth. The first model 
is a seventy hertz point diffractor buried at a depth of 

about 3800 feet in a 10,000 ft/sec velocity medium in a 
101 by 101 depth model grid (see Figure 9). The wave 
fronts as a function of space are shown for progressing 
time in the forward and inverse problem (see Figures 10-12, 
14-17). The final migrated section is in depth (see 
Figure 18).
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Observations of a Point Diffractor in a 
Homogeneous Medium______________________

In the forward modeling depth snao shots (see 
Figures 10-12), the wave fronts are very well defined. 
There is no apparent loss of frequency with angle except 
for a geometric rotation effect of (f cos (0)). The FFT 
buffers in this case are of size 512 by 512. It is 
apparent only in the time representation that though 

the wrap around effect has not been completely eliminated, 
it has been substantially reduced and is not affecting 

the solution (see Figure 13).
In the Reverse time migration, the snap shots show 

an interesting aperture problem. To reconstruct the 

full conical wave front, an infinite hyperbola in time 
is necessary. Since we do not have such a solution, the 
full conical wave fronts cannot be formed by the migration 
(see Figures 13-17). Because of this, the pure spike 
in the X direction can never be reconstructed. However, 
it is obvious from the results (see Figure 18) that 
this should cause little problems, because in most cases 

migration will always be done over much larger apertures.
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Figure 9. Point diffractor model in a homogeneous earth.
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Figure 10. Depth snapshot during early time. The tails
at the edges of the conical wave front cause the 
wrap around problem apparent in the Fourier 
theoretical technique approximation of the 
One-way wave equation.
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Figure 11. Depth snapshot of the pronaaating wave front
due to a point diffractor just before the wave
front arrives at the surface.
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Figure 12. Depth snapshot of the propagating wave front
due to a point diffractor just before the wave
front arrives to the surface.
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Figure 13. Time section of the point diffractor in a
homogeneous medium. The slight straight line 
artifact is a result of the wrap around effect 
due to the One-way wave equation.
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Figure 14. Depth snapshot of the collapsing wave front
during Reverse time migration at late time
(in Reverse time migration, time regresses).
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Figure 15. Depth snapshot of the collapsing wave front
during Reverse time migration at TO-100 msec
of one-way time.
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Figure 16. Depth snapshot of the collapsing wave front
during Reverse time migration at TO-20 0 msec
of one-way time.
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Figure 17. Depth snapshot of the collapsing wave front
during Reverse time migration at TO-300 msec
of one-way time.
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Figure 18. Reverse time migrated point diffractor mapped 
in depth. Loss of the true point diffractor 
is due to the "aperture" problem of depth 
migration.
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Forward Problem in a Vertically Layered Medium

54

To test the effect of lateral velocity variations 
on the One-way wave equation solution, a forward model is 
constructed with three equal vertical layers. The 
velocities from left to right are 8000, 10,000, and 
12,000 ft/sec. A point diffractor is buried at a depth 
of 3800 ft at CDP 51 using a 70 hertz wavelet with a 

50 foot spacing in both x and z in a 101 by 101 grid.
The forward model with a series of snap shots is shown 
(see Figures 19 and 20).

Observations of a Point Diffractor in a 
Vertically Layered Medium______________

The example clearly shows that horizontal velocity 
variations do not distort the solution. All the travel 
times along the wave fronts are correct and again the only 
loss of frequency is due to the geometrical rotation effect. 
There is also an interesting effect due to the "two-way" 
nature of the One-way wave equation in the x direction.

The transmitted wave front, the primary wave, travels 
through the boundaries. At the same time there is also 
a reflection off the boundaries (see Figures 19 and 20).
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Figure 19. Depth snapshot of the point diffractor in a 
vertically layered medium.
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Figure 20. Depth snapshot of the noint diffractor in a
vertically layered medium. The reflections in 
the horizontal direction are due to the "two-way" 
nature of the One-way wave equation in the 
horizontal direction.
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Fault Block Model

Forward and Inverse Problem
The purpose of this model is to determine the ability 

of the technique to handle dipping events. The fault 
block model is made up of an overburden of 8000 ft/sec, 
followed by a 10,000 and a 12,000 ft/sec layer respectively. 
The flat layers are distorted by a 1000 foot slip at about 
CDP 51 (see Figure 21). The source wavelet is a Ricker 
wavelet with a peak in the amplitude spectrum at about 
35 Hertz. The boundaries are treated as a series of point 

diffractors and the source wavelet is added at each diffrac­
tor for every time step. The Reverse time migration is 
done for three separate velocity models. This is done to 
test Reverse times sensitivity to the depth model. The 
first model is done with the correct velocity field 

(see Figure 30). The second and third migrations are done 
using an anticline (see Figure 33) and a syncline (see 
Figure 29) models to migrate the fault block.

Observations of the Forward and Inverse Fault Block Model
The wrap around effects which caused problems in

the point diffractor models are no longer apparent when
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full line-like sources are used. This is because much of 
the wrap around effect is canceled out by the adjacent 
sources. In the Reverse time migration the fault plane is 
very well imaged (see Figure 30).

The two examples of migration with incorrect 
velocity fields show the robustness of the Reverse time 
migration. The migrated depth model is well defined in 
both cases. There are slight distortions in the fault 
plane as well as the underlying flat layer, but from 
an interpretational viewpoint the fault plane is still 
very well imaged (see Figures 32 and 34).
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Figure 21. Fault block model used to test the Fourier
theoretical techniaue1s ability to handle
sharp corners in a model.
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Figure 22. Depth snapshot of the exoloding reflector
fault block model.
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Figure 23. Depth snapshot of the exploding reflector
fault block model.
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Figure 24. Depth snapshot of the exploding reflector
fault block model.
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Figure 25. Time section over the fault block model.
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Figure 26. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 27. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 28. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 29. Depth snapshot of collapsing wave fronts
during Reverse time migration. These displays 
can be used to study where migrated events 
come from in complex geoloaic structures.
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Figure 30. Reverse time migrated fault block done using
the exact velocities.
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MIGRATION OF FAULT BLOCK MODEL 
WITH INCORRECT STRUCTURE
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Figure 31. Syncline model used to migrate fault block.
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Figure 32. Reverse time migrated fault block done using
the syncline model velocities.
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Figure 33. Anticline model used to migrate fault block.
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Figure 34. Reverse time migrated fault block done using
the anticline model velocities.
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Anticlinal Model

Forward and Inverse Problem
The model is an anticline with a flat underlying 

layer. The purpose of this model is to test the ability 
of the Fourier theoretical technique to handle a structure 
which disperses energy. The model consists of an overlying 
burden of 8000 ft/sec, a 10,000 ft/sec layer, followed 
by a 12,000 ft/sec "half space". The boundary between 
the 8 and 10 thousand ft/sec layers makes up the anticline. 
The anticline is centered about CDP 51 and has a relief 
of almost 3000 feet (see Figure 35). The migrations done 

are to show a possible "aperture" problem in depth migration 
(see Figures 42 and 43). Also there is an example of 
migration with the incorrect velocity field (see Figure 44).

Observations of the Forward and Inverse Anticlinal Model 
In the two migration examples using the correct 

velocity, the first example has an "aperture" of 101 traces 
(see Figure 42). The anticline is not properly recon­
structed in this case, because of the dispersive nature 
of an anticline. The energy of the reflections was 
reflected beyond the 101 trace window, therefore making
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it impossible to reconstruct the depth model. The second 
example was done on a 512 trace window (see Figure 43).
In this case the anticline is properly reconstructed.
The two examples demonstrate that there is an "aperture­
like" consideration which needs to be taken into account. 
The third migration example is the anticline migrated 
with flat layer velocities (see Figure 44). The anticline 
structure is correctly reconstructed, but the underlying 
flat layer is distorted.
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Figure 35. Anticline model used to test the Fourier
theoretical technique's ability to handle
a model which disperses energy.
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Figure 36. Depth snapshot of the exploding reflector
anticline model.
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Figure 37. Depth snapshot of the exploding reflector
anticline model.
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Figure 38. Depth snapshot of the exploding reflector
anticline model.
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Figure 39. Time section over the anticline.
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Figure 40. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 41. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 42. Reverse time migrated response of the anticline
model for a 101 trace (5000 ft) aperture.
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Figure 43. Reverse time migrated response of the anticline
model for a 512 trace (25,600 ft) aperture.
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Figure 44. Reverse time migrated response of the anticline
model for flat layer velocities.
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Synclinal Model

Forward and Inverse Problem
The model is a syncline with a flat underlying layer.

The purpose of this model is to test the ability of the
Fourier theoretical technique to handle a structure which
focuses energy. The layer consists of an overlying 
burden of 8000 ft/sec. The next layer is 10,000 ft/sec, 
followed by a 12,000 ft/sec "half space". The boundary 
between the 8 and 10 thousand ft/sec layers makes up 
the syncline. The syncline is centered about CDP 51 
and has a relief of 3000 feet (see Figure 45). The 
migration done is to show the ability of Reverse time migra­
tion to properly reconstruct a buried focus (see Figure 52). 
Also there is again an example of migration with the 
incorrect velocity field (see Figure 53).

Observations of the Forward and Inverse Synclinal Model 

The migration handles the "bow tie diffractions" 
correctly, moving all events back to their proper location. 
The second migration example is the syncline migrated 
with flat layer velocities. The syncline structure is 
correctly reconstructed, but the underlying flat layer is 
distorted.
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Figure 45. Syncline model used to test the Fourier
theoretical technique's ability to handle
a model which focuses energy.
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Figure 46. Depth snapshot of the exploding reflector
syncline model.
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Figure 47. Depth snapshot of the explodina reflector
syncline model.
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Figure 48. Depth snapshot of the exploding reflector
syncline model.
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Figure 49. Time section over syncline.
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Figure 50. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 51. Depth snapshot of collapsing wave fronts
during Reverse time migration.
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Figure 52. Reverse time migrated response of the syncline
model using the exact velocities.
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Figure 53. Reverse time migrated response of the syncline
model for flat layer velocities.
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General Observations 
On all the models there is an edge effect which 

has not been removed. Diffractions propagate off the edges 
of the exploding reflector. This is indirectly related 
to the Fourier theoretical method. While the earth is 
defined over a limited range of data, it has to be placed 
within a grid which has a power of two-grid spacing to 
accommodate the two-dimensional FFT. Because of this, 
the exploding reflectors terminate at the edge of the 
"known" earth. But, in fact, the earth has to extend beyond 

that. The edges of the reflectors in turn set up the 
diffractions. The way to solve this problem would be to 
taper the reflectors smoothly at the edges.
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CONCLUSIONS
The results from the previous section demonstrate 

the potential of the Fourier theoretical technique. It 
allows the handling of much steeper events with little 
dispersion. The only difference between a conventional 
finite difference scheme and the Fourier theoretical 
technique is the way in which the spatial derivatives are 
handled. By going into the Fourier domain and implementing 
the derivatives, there is little error in the spatial 

approximation of the wave equation. The primary source 
of error arises from the finite difference approximation 
in time. Contrary to normal finite difference in schemes, 
numerically the Fourier theoretical technique is easy to 

apply to a wave equation, and it will give better results 
for larger spatial sample rates because of small numerical 
dispersion. While the Fourier technioue may not seem 
cost effective for two-dimensional models (X,Z), the 
results are better and there are no problems of spatial 
aliasing due to the larger spatial sample rates. In the 

future the Fourier theoretical technique will be applied 
to three-dimensional models (X,Y,Z), and because of its 
independency of spatial sampling, both the time of commuta­
tion and the memory savings will be evident.
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In the forward modeling problem, it seems that while 
the One-way wave equation gives adequate solutions, there 
are numerical problems which can arise. The wrap around 
problem can be minimized by using larger FFT buffers, 
but this can cause application problems. However, the 
Two-way non-reflecting wave equation shows some promising 

results (Baysal, 1984). While not fully implemented at 
the time of this thesis, enough results and theoretical 
studies have been analyzed to demonstrate its potential.

In the migration problem through the use of Reverse 
time migration,the One-way wave equation does give very 
interesting results. The wrap around problem does not 
seem to effect the solution. This is because in the 
case of migration the surface is entirely defined for 
all time and this form of a boundary condition impedes 
the wrap around from taking effect. It is important to 
see the difference between conventional depth and Reverse 
time migration. Conceptually they are very similar, 

yet depth migration will have more dispersion at high dips 
than reverse time for the same equation. Depth migration 
extrapolates the depth response at t = o for one z at a 
time. On the other hand reverse time migration reconstructs 
and carries along the entire depth wave field for all time.
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It is this reconstruction in space and extrapolation in 
time that make Reverse time migration much more powerful. 
If the correct form of the wave equation is used there 
should be no loss of frequency with dip. Like a depth 
migration. Reverse time migration denends on the velocity 
model.

The results obtained from the Fourier theoretical 
technique demonstrate that the method has great potential. 
With further studies in the Two-way non-reflecting wave 

equation, it is possible that post stack modeling and 
migration will be taken the farthest they can go. At 
this point the solution could approach the solution of 
some of the prestack migration processes. It is also 
possible to take the idea of the hybrid Two-way non- 
reflecting wave equation into prestack. By considering 
the effects over receivers and shots separately, it could 
be possible to use a modified form of the hybrid schemes 
in the prestack domain.
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APPENDIX A 
DERIVATION OF THE ACOUSTIC WAVE EQUATION 

Since all the methods described in this thesis make 
use of the acoustic wave equation, it would be appropriate 
to understand how it was derived in order to know its 
limitations. This derivation is taken from Berkhout (1982).

Considering an isotropic fluid (a fluid is a medium 
in which static shear forces cannot exist) with zero 
viscosity, the non-linear basic equations that define 
transmission of compressional waves in terms of

pressure variations ; P
and

particle velocity ; V
are derived.

The total pressure field is

pt = p0 + p / (Al)

where P^ is the static pressure and P is the pressure 
changes caused by the wave field. Also the total density 
in the fluid is

(A2)



T-2921 102

The first equation that must be derived describes the 
relationship between pressure variation in space and 
particle velocity changes in time. To show this relation­
ship , conservation of momentum (Newton's second law) 
for a small volume AV with constant mass Am is used,

Fdt = d(AmV) (A3)
or

Fdt = AmdV, (A4)
where V is the average velocity in AV. As time advances 
from t to t+dt, the average particle velocity inside 
AV changes according to

ay ay ay ay
= 3t dt + H  (vxdt) + 3ÿ <vydt) + 3Ï (VZdt) (A5)

or
dy ay ay ay ay
dt = 3t + 3^ V X + w  Vy + 3Ï V z (A6)

or
dy ay
dt = 3t + (A7>

where (V* V)V is referred to as the convection term and
Y = <vx ,vy ,vz).

If the force F is written as

Y = (Fx,Fy ,Fz) , (A8)
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then

F = -AP AS =X X X BAx+Hdt ASx (A9)

9P
9xAV as dt -» 0, (AID)

where
AV = A x A y A z ,

AS = A y A x .

Similarly it can be shown that

Fy = " lfAV' (All)

F z -  - I AV'
or by using equations (A8), (A10), (All), and (A12)

(A12 )

F = -AVVP. (A13 )
Then by combining (A4), (A7), and (A13), the relationship
for conservation of momentum will become

-VP = p+
9V
9tT (V-V)V ( A14 )

The second equation will quantify the relationship between
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particle velocity variations in space and pressure changes 
in time. By assuming a fixed amount of mass Am with some 
volume AV, and exposing the mass to some external force, 
its position and its volume will change. By the principle 
of conservation of mass, the mass'change in volume (dV) 
can be related to its change in total density (dp):

The elemental change in total density can be written
as

Am(x1 ,y1 ,z1 ,t1) = Am(x2 ,y2 ,z2 ,t2) (A15)
or

Pt ̂X1 'yi'Zl'tl̂  AV(xl'yi'Zl'tl)

Pt (X2 ,Y2 f Z2 't2  ̂AV(X2 ,y2 7 Z2 ft2) (A16)

or
PtAV = (pt+dpt)(AV+dV) (A17)

or
dV dptdV 
AV p^AV " (A18)

(A19)

or
(A20)

—  can be written as
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for small volumes, or

dV _ 3 (Vxdt) , 3 (Vydt) , 3 (Vzdt)
A V ----- 3x +  d ï ~ ~   3^~~ ' (A22

giving

|| = (V-V)dt. (A23)

Now by combining (A20), (A23), and (A18),

+ (V-V)Pt = -pt (VV) +0(dt) (A24)

or, for small dt,

-v- (Pt -V) = |£- (A25)

or in more common form

i dpt
= (A26)

If a linear relationship between density changes and 
pressure changes,

dp. = ~  dP, (A27)
V

exists within the constant mass Am, then by substitution 
into (A26)
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-V-V
ptv

dP 
2 dt

or if K the bulk modulus is given by p^V

- v . y  = ^ dP
dt + (V-V)P

It can be shown that for practical seismic situations

(A28)

(A29)

(V-V)V <<
ay
at

and
dP
at|(V*V)p | << 

giving the commonly known relationships

(A30)

-VP = p
ay
at

and
-V-V = ^ ~  With K = pv2. — K at

(A31)

(A32)

Note that equations (A31) and (A32) will apply for 
inhomogeneous fluids if the derivatives of p and V exist.

To derive the wave equation for inhomogeneous fluids, 
the divergence operator is applied to equation (A31),

-V-(VP) = V
ay
at (A33)
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or
o z a y \  ay

-V P =pV* \ ^ ) + 3t* -Vp . (A34)

Substituting (A32) into (A34) gives

VZP = ^  ^ 4  - yr 'Vp . (A35)
v 2 a t 2 ^

Combining (A31) and (A35) then gives

2
V2P - 4  = VP-Vlnp. (A36)

v at

The effect of density inhomogeneity on the wave equation is 
given by the term VP-Vlnp. Hence if the inhomogeneity 
in the Inp can be ignored, then the equation (A36) simplifies 
to the acoustic wave equation

22 1 A PV P = 4  ^ 4  . (A37 )
v at
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APPENDIX B 
THE ONE-WAY WAVE EQUATION

Derivation of the One-way Wave Equation 
Starting with the acoustic wave equation (see 

Appendix A),

2 2 V V P  = P

and assuming that the velocity is constant, take a 
three-dimensional Fourier transform on both sides of 
(Bl)

(kx 2+kz2^  = $

where
P (kx,kz ,(jo) «--► P (x, z , t)

giving the well known dispersion relationship:

$  -

Then we take the square root of both sides and multiply 
i = sqrt(-l) to obtain

(Bl)

(B2)

(B3)

by

io) = +iV (k ^+k ^— x z (B4)
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But it is known that

therefore

iuip = + iV(kx2+kz2)P

and in the time domain

+iV(k/+k/)^P. (B5)

Equation (B5) is the One-way wave equation where the sign 
on the right hand side controls whether it is a forward 
or backward propagating wave.

Stability
The first derivative with respect to time in the 

One-way wave equation is approximated by the centered 
difference scheme. The One-way wave equation in one 
dimension is given by

rv n ~ n
— —  = V— pn (x,nAt) = P (x ,nAt), (B6)
3t 3xn

where n represents a specific time step. Assuming a 
sinusoidal solution for (x,nAt) for the centered difference 

approximation
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Pn (x,nAt) = ei(kx-“nAt), (B7)
the expression will simplify to

Vkx = - si^ At) . (B8)

If omega, the temporal frequency, is real, then

| VJcxAt | < 1. (B9)
Now by taking the worst possible case at maximum velocity 
and at maximum spatial frequency

V = Vmax

kx “ kxnyq = Sx ' 
the stability relationship for the One-way wave equation 
is derived :

, 1 _ (BIO)

Extrapolating the solution to two dimensions gives

k = (k 2+k 2)^ and if Ax = Az x z
VmaxAt < . (Bll)

Ax
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Numerical Dispersion Due to the 
Finite Difference in Time

It is known from equation (B8) that

VkAt = sin(wAt).
For dispersion we are interested in some kind of measure 
of phase velocity (temporal frequency/spatial frequency) 
with respect to spatial frequency. This is done by solving 
equation (B8) for phase velocity:

_ go _ Ar . sin 1 (aArk)
v K At Ark

where
a = ^ ~ for stability (B12)

In fact we are more interested in the change in 
phase velocity relative to the true velocity :

Pv _ Ar sin 1 (a Ark ) /o-ion
V “ VAt Ark (B13)
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APPENDIX C
THE TWO-WAY NON-REFLECTING WAVE EQUATION

Derivation of the Two-way Non-reflecting Wave Equation
In deriving the Two-way non-reflecting wave equation, 

let us start with the basic equations of particle velocity

-VP = p|= (Cl)

-V-V = | | |  (C2)

Now taking the divergence operator of equation (Cl) and 
combining with (C2) gives

2
V- (ivp) = i (C3)

p K 3t
In the acoustic case where K = X, then the acoustic wave 
equation is

2
V- (ivp) = -4- !Jl (C4)

P v p at

(Berkhout, 198 2)

To obtain the Two-way non-reflecting wave equation, 
constant impedance is assumed in equation (C4)



T-2921 113

1 S2Pv- (VVP) = ± ̂  (C5)
9t

giving finally the desired form of the wave equation.
What does the assumption of constant impedance entail?

In general
If : = angle of incidence

0R = angle of refraction

P 2^2 ^1^1
R (0 i ' V  -  E5 IGT -  53 Ï Ï0 T (C6)

p2v 2 plv l
COS0- COS0 .

(Aki and Richards, 19 80) 
or in terms of only the angle of incidence

p9V9cos0.-p1\/vl2-V92sin20.
R(0. ) =  i-- , . ■ . ... (C7)

P2V 2cos0^-p^\/v^ -V2 sin 0^

(Berkhout, 1982)
Constant impedance assumes that p^V^ = p2V2, and that the 
bulk modulus is directly related to the velocity by the 
impedance.

Stability
Using the same approach as used in Appendix B for 

the One-way wave equation, a sinusoidal solution is assumed 
for the finite difference scheme.
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-,2Pn Pn+1 _PnxPn-l
±. = -------------------------  (cs)

Solving the finite difference equations of the assumed 
solution gives

V2 (k 2 + k  2 ) = sin2 ^  (C9)
x z At ^

if the temporal frequency is real. This in turn gives the
relationship

l ^ r (kx2+kz2)!sl < 1 (cio)

and evaluating it at the worst possible case gives the 
stability relationship for Ax = Az

Numerical Dispersion 
Taking the one-dimensional formulation of equation (C9) 

and solving for the temporal frequency gives

0) = ^7 sin (aArK) ; ot = (C12)

Then by solving for the phase velocity (temporal/spatial 
frequency) relative to the true velocity gives the
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dispersion relationship for the Two-way non-reflecting 
wave equation.

Pv 2 sin"'1 ^  Ark )
V a Ark

2where a < — for stability.7T

(C13)
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APPENDIX D 
SUPER COMPUTERS 

Within the last three years technology has advanced 
rapidly in the geophysical industry. Computing power 
is reaching a point that many methods of processing 
originally only considered can now be applied in a realistic 
time frame. As these methods are the future in the 
geophysical industry, I believe that a brief description 
of two separate approaches to new super computing power 
is appropriate to this thesis.

STAR-100
I have been fortunate to work on two of the world's 

fastest computers. One is the STAR-100 array processor.
An array processor is a peripheral device being fed by a 
program running on a front-end computer. The program 
on the front-end treats operations on the AP as simply 
a call to a subroutine. An array processor is a vector 
machine, in which all operations are vector type operations. 
Those operations are done by pipelining vectors through 
vector-type functional units. This allows for results to 
be produced every clock period. The STAR-100 is a new 
generation of super array processors making use of VLSI
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structure. This AP can be divided into two distinct 
operational elements. The first controls all the I/O 
operations and arithmetic processing. The second is 
the mass storage memory and the high speed cache memory. 
Data is shipped from the host computer under control of the 
I/O subsystem to the main memory. Main memory on the STAR 
is a bulk storage device with a capacity of up to eight 
million words (32 bits). The storage move processor 
(SMP), then can move the data from main memory to the 
data cache, where the data can be accessed by the 
arithmetic control processor (AGP). The data, after 
processing, can then be returned to main memory. All 
these operations are controlled asynchronously by the 
SMP and the AGP. The effective clock cycle on the 
STAR is 40 nano seconds, with 100 megabyte port from 
main memory to cache. At top speed, the STAR can operate 
at just over 100 million floating point operations per 
second.

CRAY-XMP 24
The other direction that some geophysical industries 

are going is the super computers almost exclusively 
controlled by CRAY Research. The CRAY-XMP 24 is a
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liquid cooled dual processor CPU with four million words 
of high speed bi-directional memory which allows access 
at the same time by both CPUs. The XMP is a main frame 
machine in which the front-end computers have no program 
control. The front-ends act only as editing tools and 
channeling devices allowing multiusers on the CRAY.

The heart of the CRAY is the two CPUs which have a 
suite of functional units both scalar and floating-point 
vector. The data and the programs reside in four million 

words of memory. Data can be transferred from memory 
to the vector registers at a rate of three words per clock 
period. Attached to the main memory is a 256 megabyte 
(32 million words) solid state disk. There is a direct 
I/O channel into main memory operating at 1250 megabytes 
per second. On the other side of the CPU is a massive 
I/O subsystem, which controls up to 48 disk drives and 
48 tape drives. Data is transferred across from the I/O 
subsystem at a rate of 200 megabytes per second. The 
entire system operates under a 9.5 nano second clock pro­
ducing up to 250 megaflops for both CPUs.

Both of the machines are very fast and it would 
be difficult to say which is better. The STAR-100 may 
produce faster code at high level languages because



T-2921 119

of its inherent vectorization and minimal scalar operations. 
The CRAY, however, has a much faster clock period, and can 
take pure FORTRAN-77 code. What this means is that the 
speed of the STAR is severely hindered by the I/O being 
done from its front-end. The CRAY has no such problem.
The problem with the CRAY is that vectorization is not a 
simple process, but requires many hours of work to 
optimize the code.
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APPENDIX E
PROGRAM OF THE FOURIER THEORETICAL 

TECHNIQUE AS APPLIED TO 
INVERSE MODELING
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SUDROU^l^û, Pî't EUIl'H

Disco edit phase subroutine:
Used to set up all disk files, allocate memory

For description of PTX see RTM_PROCP

Variable definition
Most varibales are described on the same line

common blocks inlcude 
Monfort 
Rtmcb

IKCLUUF 'MONFOPXyNDLIS?' 
IKCLUOr 'PTMCB .FLR/NHL

Cisco common block 
Program common block

CHARACTER*B 
CHARACT^T*16 
CHARACTER»Ç SHAM

CIHi’.NSTON MdG( 20 )

EQUIVALENCF PQUIVALZMCF

LINE
TDSN"

1 Message block for communication 
•with module depth

(TpZ,DZ),(IPX,nX),(IV_SCALE,V_SCALE)
(TV.VTM/V_MIN)

?D"=PLCAT(CT)"lL-o

xï%AC:s-o
is~a=o

TD-D

r'JTFLAn= .FALSf .
t m-'l ; g = .t r u e  .
IF JRST= .TRUr.

! Convert sample rate 
! from microseconds to seconds

I Initialize number of traces

• sequential number

!RCQRt memory counter

1 three logical variables 
IINPUT mode 
! FLA G

Open PPOCFSC template and get input parameters

r

CALL SET GPL (NLISTS ) IPisco routine

nx = FPAPM ( 'DX',0, 0, 0,0) I Delta x

FkEti=FPARM( 0, 0, 0) 1 Maximum frequency

VS.L = CPARV ( 'OPl P',!, 'MIG0 ' ) (Operation

C Get parameters from input list ***
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o 

no
n
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c
NAML=*CDP"
DO 1=1/NL1ST

CALL NXTLST(LIST_*iAMF#NKAKE£,lNDF.X,NFEP) 1GET NEXT LIST CARD 
IF(INDEX.E,0.1)THFN

SNAV=*"IIME'
PL = C 
RU = C 
RDEP=10
END_TIME = IPARH(SNAM/ 001/RL/R'J/PDEF) 
NTIFES=IPARM('NTIMES'/00 0/0,0,0)

ELSE IF(lNDEX.Sfl.2)rHEN
SkAy='PKEY"
OFF IOLT = 'CDP'
NAM£=CPARM(SNAV,1,DEFAULT)

ELSE
WRITF(U$ERR,*),'INDEX PROBLEM IN INPUT LIST'

END IF
END DO

define and/or get trace headers

CALL THDRDEF('TIME',1,F0P$I,IXH_TIME) ITEFINE time header
Isnap shots

ORDE.R=TXH_TIMr,
Get index in trace header for

I=THDRGiT('LAS?TR',LFN,FORMAT,IXH_LASTR,'E') Hast trace fl ag 
I=THDRGET(NAME,LEN,F OR WAT,INDEX_CDP,'E') IPrimary key 
I=?fiDRGET( 'SEQNÜ',LE<, FORMAT, IXH_I?Ea,'E') ISequencial number

C
C Necessary initializations
C for FPS-100 and Line definition
C

CALL SFTOPT(O) Inot a reentrant module
CALL INFOGKT ( 'LINE',LINE ) IGet line name
CALL INFCGEK'APMAX',APMAX) IGet maximum size of AP 
CALL APMES(APMAX) Unitialize AP

Read message from depthvel
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NUM=5
H5G_LEN=1
IF(.NOT .MSGGFT('RTM'/MSG,NUk))THFN 

DZ=DX
ID_LFNGTH=16 
V_MIK=1000 
V_*ÀX= 10J0

ELSE
IDZ=MSG(1)
IE_LENGIH=MSC.(?)
IV_M<X=M£G(3)1V_HIN=MSG(4)
IDX=MSG(5)

FNDIF
rr=INT(DZ/l£-3)

C Calculate fft lengths for x and zC
CALL RTM_L3NGTH(2 •ID_L*NGIH/IPO*FR)
IF0«/F R=1PC WEP+1 
KZ.LEKGTH=2.«*(FLOir(lPOWER))
CALL RTF_LFNGTH(2 *MAXNTR,IP)
IP=IP+1
XX.LFNGTH=2 .»*(FLQAT(IP))

Calculate number of words need in memory

NkDT4=(MAXNTR*5)*ID_L£NG?H
NW?)T4 = NWDT4*(XX_Lc:NGTH*4) *(K7.„LEWGTH«-4)NWDr4 = (.WWDT4/l?b + l) *128

C
C Allocate memory and disk spaceC

CALL MFMVAR(NW0T4)
CALL DSKLCL(THDRLEMrHAXSTR/THRD_FIL)
CALL DSKLCL(ID_L£NGI3,VAXNTR/P_FIL)
CALL DSKLCL(Ll.NGTH,RAXNIP,I.FIL)
call DSKLCL(«:Z_LENGrH*4,KX_LENGTHzK_FIL)
ITOT=END_TIMR/NÏIMES*l
CALL DSKLCL(ID_LEN3IH/ITOT *MA XVT0/DEPTH_FIL)

Scaling factor for stability
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111

PI=AC0S(-1.)
OMEGA =2•*PI*FREG 
SAMP=1./(2*0MEGA)
AC=SAMP 
DO IC=1,10

AC=AC*10
I F d N K A O . G ^ . O T H ^ N

SAMP1 = FL0AT( INT(AC))*10 .* 
GOTO 111

ENDIF
ENDDO

CONTINUE.
SAM?=SAMP1
V_SCALE„NEto=2 .*SAMP
OLn_LENGTH=LENGTH 
LE,NGTH = in_LLNG?H
RETURN 
END

*-FL0AT(IC)
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SUBROUTINE PTM.PROCP(TRAC£*THDR,IFLAG)
by Tony Sirtautas 
at Golden Geophysical

can be contacted at SOHTO Pet 
(214)960-4470

Process phase of a Disco Module
Note this code is not transpor tab le and there is no 
guarantees that it is bug free.
Transportability problem:

1) This code must run under DISCO
The stand-alone code is available

2) Runs with the STAR-100 array proccessor
the FPS-100 array proccessor

The stand-alone code is writtern in Fortran-77 
and uses some code which needs a Cray XMP to run on. 
This problem would be easy to fix.

Variable definition
Most varibales are described on the same line

common blocks inlcude
Monfort Disco common block
Rtmcb Program common block

INCLUDE 'RTMCB/LIST' 
INCLUDE 'MOSFOFÏ/LIST'
REAL TRACE(l),INTERCEPT 
INTEGER THDR(l)
CHARACTER ÀISTAT *20
PARAMETER (ILUN=1)
ASSIGN 100 TO PROCR 
ASSIGN 200 TO OUTPUT
XI =0
IF(JUXFLAG)GOTO OUTPUT fin output mode
IF(INFLAG.AND.VEL.Ng .'DEPTH')THEN

CALL MEMCRE(PC ORE(FWAVAR)/NW0T4)
LEN_NUM=NWDT 4
DO I = 1,KZ_LE|NCTH

RCORF(FWAVAR>(I-1))=0.
ENDDO
NVM=NVnT4/KZ_LENGTH
DC 1=1,NUM-1
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CALL M0VC0R(RC0P.E(FWtVÀR)/RC0RE(FïmR4.I*KZ_LLNGTH)& , K Z _ L E N G T H )
len„num=len_num-kz_le:>'gth

E N D D O
INFLAG=.FALSF.

FNDIF
IFLAG =FLG$MULTI I s et up multi input mode
N T R A C E 5 = N T R A C S S + 1
ID=ID+OLD_LENGTH
CALL DSKWRT(T.FIL,NIRACES,TRACE,OLD_LENGTHzl) 
IF(rHDR(IXH_LASTF).E.Q.l.DR .N’TRACES .E9 .KAXNTR ) GOTO PROC?
CALL DSKWRT(?HPD_FIL,NTRACF3,THDR,THDRLEN,1)
RETURN

100 CONTINUE (Process phase
THDR(IXH„LASTR)=1
CALL DSKWRT(THRD_FIL,NTRACES,THDP,THDRLEN,1)
DEPTH„DATA=FWAVAR
WORK_SPACE=DEPTH_DAIA*ID_LENCTH«NTRACESfl
CALL RTM_KXKZ(KX_LEAGTHzKZ_LFNGTH,DX,DZ,FR5U3,V_Ein,K_FTL)
CALL BLIOOPN(,VEL.DSKe,/,nLD'zOzOzBL$RDOzOzIV^L_TEMP)
CALL BLIOOPN('SVEL.DSK ", "NE W ", 0, 0Z 0, 0, I VS_FI L )
CALL RTH_VSCALE(lVi.l„TFMP,IVS_FlLzID_LENGTHzNTRACES & , V _ S C A L E _ N W W)
CALL BLIOCLSOVEL_rEjMP,'D£LETE")
IUNIT1=6 
IOT’T = 0 
IT IMF-0
DO I T = 1 Z N T R A C E S

C A L L  D S K W R T  ( P _ F I L , I T , R C O P L ( D E P T K . D A T A * ( I T - 1 ) * I C _ L E N G T H )
& ,ID_LENGTHZ1)C A L L  D S K W R r ( r S P r H _ F I L , I T z R C O R E ( D F P T H _ D A T A * ( I T - l ) * I D _ L L N G T H )  
& , I D _ L E N G T H , 1 )

FNDDO
1 0 U T = I O U T + N T R A C l S
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200

STAR=.TRVE.
TIMEk_S = 0 •
AISTAT=' *"STOFEN **'
CALL STOPNW(ILUN,ISrAT,'(APl)')

IFCISTAT .ME .0) CALL STAR.ERRQR(AISIAT,1STAT)
DO IC0UNT = 1,™_TIME./NTI*ES Ithis form is setup to release

iStar every few minutes.

go STAR

CALL R?M_FINITE(PC0RE(DEPTH DATA),RCORF(WORK.SPACl ) 
zK_FTL,I„FIL,IVS_FIL 
,OLD^LFMGIH,ID_LFNGTH,NTRA C£S,P FIL 
,KX.LENGTH,KZ_LENGTH,NTIHES,RDT/SAMP,TIMF.S,STAR)

DO IT=1/NTRACES
Roll circular buffer of finite difference

CALL DSKWR7( DEPT H.FIL, TOUTt-lT
,RCOPL(DEPTH_DATA + (IT -1)*ID_LE N GT H) 
,ID_LENGTH,1)

FKDDO
IOUT =I0Ur*NX PACES

FNDDO
AISTAT= '**FIhITE.** STCLOS'
CALL STCL0S(ILUN,ISTAT)

IF(1ST AT .NE.0)CALL STAR.FRROR(AISTAT,IS TAT)
CALL BLI0CLS(IVS_FIL,'DEPLETE')
OUTFLAG=.TRUE.
ISEU=0
P_FIL=0
P1_FTL=0
ID=0

CONTINUE
ISFQ=ISEQ+1
P1_FIL=P1_FIL+1
ID=ID+1
IFLAG=FLG$MULTO ! Multi output mode (DISCO)
CALL DSKRDCDEPTH FIL,ID,TSACF(1),ID.LENGTH,1)
CALL DSKRD(THRD_FIL,1,THDR,THDPLEN,1)
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THDRdXH.LASTP ) = 0
THDR(IXH_TIME)=INÎ(100 CO*SAMP*(P_FIL)) 
THDR(IXH_ISLQ)=P1_FI[
THDR(INDEX_CDP)=P1_FIL
IF(P1_FIL«EQ.NTRACES)!HEN

P1_FIL=0
P_FIL=P_FIL>MTIMr.S
THDR(IXH_LASTR)=1

FNriF
IFdSEQ.GE ,IOOT)IHE.t:

IFLAG=FLG$NURM «Hit the last trace
RETURN

ENDIF
RETURN
FNP
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SUBROUTINE RTK__F I NITr( », B,K,BC,FILNAME, ITLEN,LEN, N?RfcCF.S 
& /SCALAR,FIL2,IKX,IKZ,NTIHES/DT/SAMP,TIHE_S,START)

This subroutine initializes, loads, and starts the microcode 
the Star-100 Ap •
IMPLICIT REAL K
INTEpER FILkAME,FlL2,ILUN
INTEGER IA(3),IB(3),IXBUF(3)/IBC(3)zIK(3),IV(3)
INTEPEP IW0RK(3)
REAL A(LEN»NTRACES),B(2*IKZ*NTIMFS*NTRACES)zK(IKX*(IKZ*4))
REAL BC(NTRACES*ITLEF)ZTIMF(500)
CHARACTtiP#?C ATSTAT
LOGICAL DEBUG,START
PARAMETER ( ILUN=1,DE.BUG= .TRUE .)
INITIALIZE COUNTERS TO READ THE FILES FROM ASYCHÛNJUS STORAGE 

READS IN TERMS OF 512 BYTE BLOCKS
MBYTE TP = (LEN)*4 I NUMBER OF BYTES PER TRACES
IBLKSTR=NBYTETR/512
IF(NPYTETR.EQ.IBLKSTt>*512) THEN INUMBER OF BLOCKS PER TRACE 

NBLKSTR=IBLKSTR
ELSE

NBLKSTR=IBLKSTR4-1
ENDIF
IBLK_ST=1 (STARTING BLOCK NUMBER
TI ME_F=TIME_S* (NTIME.S-1) "SAMP IF INAL TIME...

I THE STAR IS RELEASED
REM=AMOD(TIMF_S,DT) IDETEPMlNE THE NUMBER OF TIME STEPS

IBFTWEFN STARTING TIME, AND END TIME
IST=(TIME_S-PEM)/DT4-1 
RE,M = AMOD( TIMF_F,DT)
IFT=(TIME_F+(DT-REM))/DT+3
TFdFT .GT .ITLEN)THEN I IF PAST THE HEND OF DATA" 1

! ONLY LET CALCLATE TO END
IFT=ITLEN
TIMl„F = (ITLE.N-1)*DT 
NTIKES=(TIME„F-TIMF_S)/SAMP*i

ENDIF
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NU¥B= (IFT -IST)+1 
DO 1=1,NUMB

TIMEC1 ) = DT-FI0AT(I -1)
ENDDO
DO I=l/NTRÀCe:S (INTERPOLATE BOUNDARY CONDI TIN S

CALL RTM_INrEPF(NUMB,TIKF,BC((I-l)-ITLEN-UST)
& ,8(2 *IKZ+ ( I-1 ) *NTlMES-H),NTIMES,SAvp)

ENDDO 

OPEN THE STAR-100

AI STA T= •••FINITE** STOPNW
CALL STOPNV(ILUN,ISrflr,'(APl)')

IF(ISTAT .NE .0) GO TO 95999

CALCULATE THE, NUMBS,P OF WORDS NEEDED ON THE STAR

ISIZE-
& 3 *NTRACES*LEN + 2*TKX*(IKZ + 4) + 4*(IKX) + NTlMFS*NTRACE.S + 3*IKX

ISIZ?=(ISIZE/4000+l)*4

SCHEDULE THE JOB ON THE STAR-100

AISTAT= '••FINITE** STSCHH*
CALL STSCHW(ILUN/ISTAT,'(DSIZfc)'/ISlZL,'(PSIZE)',83)

IFCISTAT .NE.0) GO TO 99999
WRITEC*, 999 DISIZE

FORMAT(Z//,1X,'STAR SCHEDULING COMPLETED WITH ',15,* WORDS.',//)

DEFINE MAIN MEMORY ARRAYS

AISTAT= '••FINITE** STARAY'
CALL STAPAYCILUN,ISTAT,IA,KTRACES*LEN,'(REAL)')

IF (ISTAT.MS..0) GO TO 99999
CALL STARAY(ILUN,ISTAT,IB,NTPACES*LEN/'(REAL)')

IF (ISTAT .N2 .0) GO TO 99999
CALL STARAY(ILUN,ISTAT,IV,NTRACES*LEN,'(PEAL)')

IF (ISTAT.NE.0) GO TO 99999
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CALL STARAY(ILUN,IST*T,IW0RK,IKX*(IKZ+4),*(REAL)') 
IF (ISTAT.NE.0) G3 TO 9S999

CALL STARAY(ILUK’/lsrAT,IK,TKX*(IKZ>4),'(REAL) ')
IF (ISTAT.NE-.O) GO TO

CALL STARAY(ILUK/ISTAr,IXBUFz3*IKX/*(REAL)')
IF (ISTAT .NE .0) GO TO 99999

CALL STAR AY (ILUN, 1ST IT/IBC/mMES*NTR ACES, '(REAL)') 
IF (ISTAT.NE.0) GO TO 99999

WRITE INPUT DATA TO ST100

IB(1)=1 
IBC(1)=1 
IV(1)=1 
IA(1)=1
AISTAT= '««FINITE** STWRW'
DO INT=1,NTRACFS

CALL BLIOGET(FILNAKE,IBLK_ST>(INT-l)*NBLKSTR 
& ,B(1),NBYTFTR)

CALL DSKRD(FTL?,INT,R(IKZ+1),LEN,1)
CALL STWRW( ILUN/ 1STAT,R ( IKZ-i-1 ),LEN,IA)

IFdSTAI .NE.O) GO TO 99999
CALL STWRW(ILUN,ISTAT,A<(INT-1)«LEN+1),LEN,IB)

IF( ISTAT .IF .0) GO TO 99999
CALL STWRW(ILUN,ISTAT,B(2*IKZ*(INT-1)«NTIMFS +1),NTIFT S,IBC) 

IF(1ST AT .NE.O) GO TO 99999
CALL STWRW(ILUN,ISTAT,B(1)/LFN,IV)

IF( 1ST AT .NF .0) GO TO 999-99
IV(1)=TV(1)*LEN
IA(1)=IA(1)+L2N
IB(1)=IB(1)*LSN
IPC(1)=IBC(1)+NTIMES

ENDDO
1V(1)=1 
IA(1)=1 
IB(1)=1 
IBC(1)=1

AISTAT= '««FINITE** STWRW'
IK(1)=1
DO INT=1,IKX

CALL STWRW(ILU»;,ISTAT/K((INT-1) *( I KZ*4) ♦!) ,1 KZ*2, IK)
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111

IFUSTAI .MF .0) GO TO 99999 
IK(1)=IK( D  + IKZ+4

FNODO 
IK(1)=1
LGLEN1=ALOG(FLOAT(IKZ))/ALOG(2.)
LGLE,N2 = ALOG(FLOAT (IKX) )/ALOG(2 .)

S?AD EXECUTION' LOOP

CALL HEADERC STAR PROCESSING") 1TIMING ROUTINES
CALL TIMRB
LOGICAL= 0
IF(TIME_S .EQ .0)LOGICIL=1

DO ICOUNT=l/NTIMES
AISTAI= "** DE Kl V **
CALL DER1VK(ILUN,ISTAT,JSTAT,

IB,IV,IK/IWOPK/IXBUF/NTRACES/NTRÀCFS*LEN 
IKX*2/LGLEÎ’1,LGLEN?/SCALAR, LOGIC AL)

IF(ISTAT .NB.0.INP.TSTAT.NE.1209*)
MRTTE(6,*),AISTAT,' JSTAT=",JSTAT

L0GICAL=0
AISTAT = '•* FINI **"
CALL FINIWCILUP,ISTAT/JSTAT,

IA,IB,IinORK,IBC,NTRACES,NTRACES «LEN,
I COU NT)

IF ( 1ST AT .NE. C. AND .ISTAT .NE .12 099)
HRITF(6,«),AISTAT," JSTAT=",JSTAT

FNDDO

CONTINUE
CALL TIMRE
IB(1)=1 
IA(1)=1
AISTAT= '**FINITE** STRDW'
DO INT=1,NTRACBS
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99*99

997

CALL STRDW(ILUN,lSTAr,A((IHT-l)*LEN*1)/LEN,IB) 
IFCISTAT .NE.O) GO TO 99999
CALL STRDW(IHIN/I5TAT/B( U/LEN/IA)
IFCISTAT .KS.O) GO TO 99999
CALL DSK*RT(FIL2,INT,B(1),LLN,1)
IB(l)=IB(l)fLEN
IA(l)=lÀ(l)+!tM

FNDDO 

RELEASE THE ST100

AISTAT= '•■FINITE*1 STPEL'
CALL STRtL(ILUNzISTA'r)

IFCISTAT .NE .0) GO TO 9*9-99
AISTAT= '••FINITE*» STCLOS'
CALL STCLOSCILUN/ISTAT)

IFCISTAT .f!E..O) GO TO 99999
TIME_S=TIKE_F
RETURN
ABNORMAL EXIT

NRITEC6z*)AISrAT
WRITFC6Z997) ISTAT

FORMAT C 3XZ' 1ST AT RETURN VALUE*. 'ZI3)
STOP 'ABORTING EXECUTION'
FND
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SUBROUTINE RTM_IMERP( N,T, Y,F,LENGTH,DELTA)
CUBIC SPLINE SUBROUTINE USED TO INTERPOLATE THE BOUNDARY
INTEpER N,LENGTH 
REAL T(N),Y(N),0(500)
REAL C(500),2(500),F(LENGTH)
D(l)=l.
C(1)=0.
Z(1) = 0.
DO 1=2/N -1

D (I ) =2 •*(T(I+1)-T(I-1))
C(I)=7(I*1) -T(I)
T EMP=( Y( I-*-! ) -Y(I))/(T(I + 1)-T(I))
2 ( I )=6 .*(TEIMD“ (Y(I)“Y(I-1))/(T(I)-T(I-1)))

ENDDO
D(N) = 1 .
C(N-1)=0.
Z(N)=0.
CALL TRI(N,C,D,C,Z) I SOLVE THE TRI-DIAGONAL MATRIX
XVAL=DFLTA
DO 1=1,LENGTH

F(I)=SPL3(N,T,Y,Z,XVAL) (CALCULATE THE NPEDE PARAMETERS 
XV AL=X VAL+DEL.T A

ENDDO
RETURN
FND
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SUBROUTINE TRI(N,A,D,C,B)
C
C TRI-DIAGONAL MATRIX SOLVER
C

DIMENSION A(N)/D(N),C(N),B(N)
DO 1=2,N

XMULT=A(I -1)/D(I -1) 
D(I)=D(I)-XMULT*C(I-1)
B(I)=B(I)-XMULT*B(I-1)

FNDDO
B(K)=B(N)/D(N)
DO 1=1,N-l

B(N-I) = (B(N-T) -C ( N -I ) *B ( F-I + 1 ) ) /D ( N-I )
ENDDO
RETURN
FND
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FUNCTION SPL3(N,T/Y, Z, X)
INTEPPLOTE USING THE VALUES OBTAINED BY TRT
DIMENSION T(N)zY(N),Z(N)
DO J=l,N-2

I = N-J
TEMf=X-T(I)
IF(TEMP .GE.0)G0T3 3

ENDDO
1=1
TEMP=X-I(1)
H=T(I+1)-T(I)
A = TEMP»CZ(I + 1) -Z(I>) /(6. -K) + .5*Z(I)
B=TE,MP*A+( Y(I + 1)-YCI )) /H-H* (2 .*Z( I )>Z( 1*1 ) )/6 . 
SPL3=TFMP*B+Y(I)
RE,TURN 
FND
SUBROUTINE RTK_KXKZ(IKX,IKZ,DX,DZ,FRFQ,Y_MIN

/K_FIL)
FORM ARRAYS OF KX AND KZ VALUES FOR USE WITH DERIVATIVES IN AP 

KX(IKX) ---> ARRAY OF KX VALUES
KZ(IKZ) --- > ÏRRAY OF KZ VALUES

WILL THEN GENERATE "'HE DERIVATIVE MATRIX AND STORE IT ON DISK

INPUT ARGUMENTS
KX/IKZ  > NUMBER OF SAMPLES
DX/DZ  > SAMPLE RATE

INTEGER IKX/IKZ 
REAL KXN/KZN 
PEAL K_MAX,K?
PEAL KX(2 000),KZ(20U0),D(2000),FX(2000),FZ(2000),0UT(4 000)

KXN=2*ACOS(-l.)/(2.*DX)
FZN=2*ACOS(-!.)/(2.*DZ)
DKX=KXN/(FLOAT(IKX)Z2.)
DKZ=KZN/FLOAT(IKZ/2)
K_MAX=2*ACOS(-l•)"FREQ/V_MIN/SQRT( 2.) 
IF(K_MAX.GT.KXN)K_MAX=XXN



T-2921 137

N_K_MAX=K_MAX/DKX+1
LEN=?.-«FLOAT(INT(LOG(FLOAT(N_K_HAX))/LOG(2.)))
K„MAX=(LEN-1)*DKX
N_K_MAX=K_MAX/DKX+1
LEN2=2 •* "FLOAT (INT(LOG(( .2 *N„K_MAX) )/LOG(2 ,)))*2 
DO 11=1/LEK2

D ( 11 )= 1 •
FNDDO
DO 11=1,1KX

IF((II -1) «DKX.L2 .XXN)THEN
KX(IT)=(II-1)*DKX

ELSE
KX(II)=(T1-1)*DKX-2*XXN

ENDIF
ENDDO
K„MAX=2*ACOS(-l .)*FRt;<3/V_MIN/SQRT(2 .)
IFCK.MAX.GT .KZN)K_HAX = rZN 
N_K_MAX=K_MAX/DKZ*1
L£N=2.**FLOAT(INT(LOGCFLOAT(N_K_MAX))/LOG(2.)))
K„NAX=(LEN-1)*DKZ
N„K_MAX=K_HAX/DKZ*1
LEN2 = 2 •* *FLO AT (INT(L OG(( .4 *N_K_MAX) )/LOG (2 ,)))*2 
DO 11=1,LEN2

D ( 11 )= 1 •
ENDDO
DO JJ=l,IKZ/24-l

KZ(JJ)=DKZ*( JJ -1)
ENDDO
DO J=l,IKX 
IZ = 1

DO 1=1,IKZ*1,2
ourn)=o.
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OUI(I*l) = -SQPI(rZ(IZ) **2. + KX(J) *«2.) 
IZ=IZ+1

EKDPO
CALL DSKWRT(r_FIL,J,OUT,TKZ+2,l)

ENDDO
RETURN
END
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SUBROUTINE. R?M_L£N3TH( L5.N5TH, IPOHEP)
C
C SUBROUTINE CXLCUUTFS THE, NEAREST POWER OF TWO
C RELATIVE TO LENGTH. TO BE USEL WITH THE FFT
C

POWER=ALOG(FLOAT(LENGTH))/ALOG(2.) 
IP=INT(PnWF.P*l)
IF((IP-POWER).EQ.1)IP=INT(P0WER)
IPOWER=IP
RETURN
END
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SUBROUTINE RTM_VSCALE( IV.FIL, IVS_FIL,L',N,NTRACTS, SCALAR ) 
REAL WORK(4000)

C
C SUBROUTINE SCALES THE VELOCITIES BY SCALAR

THE VELOCITYIFS ARE STARED OUT OF CORE

NBYTETR=(LEN)*4 
IBLKSTR=NBYTFTR/512 
IF(NBYTETF .EQ•IBLKSTR*512) THEN 

NBLKSTR=IPLKSTR
ELSE;

NBLKSTR=IBLKSTF*1
EN DIF
IBLK„ST=1
DO INT1=1,NTRACES

CALL BLIOGET(IV FIL,IBLK_ST+(INT1-1) "NRLKSTR 
& /WORXtD/NBYTETfi)

DO ILEN=1,LEN
WORK(ILEN)=WORK(ILEN)w(-SCALAR)

ENDDO
CALL BLIOPUKIVS FIL,IBLK Sl> (I NT 1-1 ) *NBLKSTR 

L /W0RK(1)/NBYTETR)
ENDDO
RETURN
END

PROCESS FINI(A,B,WORK, BG,NTRACE,NTLN,NTNTK,ID) 
LOCALMFMORY
INTEGER NTLh/NTNTM/NTKACF 
INTEGER NTIMLS,DELEN
INTL.GER BCLEM,RCNIL,BP.SLEN,BRSM,BRSM2/CM?/CN/CNL2,CNM2 
INTEGER DF,DLEN,DNTL,I,I COL,ICOLI,ICOLO,ID,I IN,IOUT,IROW 
INTEGER LEN,LEN2,LGLEj*,LGM2,M,M2,MLP2/MN,N,N2,NT,NTL 
INTEGER RLFLG,SC LE 
NAINHEMOPY
REAL A(NTLN),B(NTLN)
PEAL WORK(NTLN)
REAL BC(NTNTM)
CACHEM^MORY
REALCCIT,AT(8192)),(C1P,AB(8192)) 
REAL(C2T,PT(8192)),(C2B,PB(8192)) 
REAL(C3T,CT(8192)),(C3P,CPC 8192))

C
c
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c c
NT TMES = K7NTM/NTRACE 
DELEN=NTLN/NTRACF

C
C PHYSICAL MERGING OF MANY PROCESSES TO SPEED UP THE CODE
C ONE OF THE LARGEST PROCESS WHICH CAN RUN ON THE STAR
C 
C
CC PROCESS ADD(NT,LEN,NTL,WORK/A)
CC LOCALMEMORY
CC INTEGER NT,LEN,NTL,I,1 COL
CC MAINMEMORY
CC REAL WORK(NIL),A(NIL)
CC CÀCHFMCMOPY
CC REAL(C1T,AT(8192)),(C1B,AB(8192))
CC RL,AL(C2T,PT(8192)),(C2B,R9(8192) )
CC REAL(C3T,CT(8192)),(C3B,CB(8192))
C

NT=NTRACE 
LtN = DELE N 
NTI=NTPACE*DiLFN

C
C

CALL STSVNC(00 00 00)
C
C LOAD FIRST TWO VECTORS 
C

CALL SHM2C(KCRK<1),1,4,0,AT(1),1,LFN)
CALL SMM2C(A(1),1,4,0,BT(1),1,LEN)

C
CALL STSYNC(10 10 10)

C
C AVADD FIRST COLUMN 
C

CALL A V A D D ( A T ( l ) , l , & r ( 1),1,CT(1),1,LFN)
C
C GET 2ND COL
C

CALL SMM2C(WORK( 1*LEN ) , 1,4, 0, AB ( 1) , 1,LF'N )
CALL SMM2C( A(1+LEN),1, 4, C, PB ( 1 ), 1, LE N)

C
C MAIN PROCESS LOOPS 
C

DO 80 I = 3,NT,2
C
C ACP -- ODD COLS? SMP —  EVEN COLS 
C

CALL STSYNC(01 01 01)
C
C AVADD - 2'ND, 4*TH, 6'TH, ... COLS 
C

CALL AVADD(AB(1),1,BB(1),1,CB(1),1,LEN)
C
C WRITE 1'RST, 3'RD, 5'TH. ... COLS FROM CACHE TO MAIN 
C

ICCL = (1-3) * LSN ♦ 1
CALL SMC2M(WORK(ICOL),1,4,0,CT(1),1,LLN)

C
C READ 3'RD, 5'TH, 7'TH, ... COLS FROM MAIN TO CACHE
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c
ICOL = (1-1) * LEN ♦ 1
CALL SMM2C(VORK(ICOL)< 1, 4,0,AT(1), 1,LEN)
CALL SMH2C( A( ICOL),1,4,0,BTCD/l/LFN)

C
C ACP -- EVE'K COLS; SMP —  ODD COLS 
C

CALL STSYNCC10 10 10)
C
C AVADD 3'RD, 5'TH, 7'TH, ... COLS 
C

CALL AVADD(AT(1),1,BT(1),1,CT(1),1,LEN)
C
C WRITE 2'ND, 4'TH, 6 'Th, ... COLS FROM CACHE TO MAIN
C

ICCL = (1-2) * LFN 4- 1
CALL SMC?MUORK(ICOL), 1,4, 0,C5(1),1,LEN)

C
C READ 4'TH, 5'TH, B'^H, ... COLS FROM MAIN TO CACHE 
C

ICOL = I * LFN ♦ 1
CALL SMM2C( WORK( ICOL) , 1, 4, 0, AB ( 1 ) , 1,LEN )
CALL SMM2C(A(ICOL),l,4,0zBti(1),1,LTN)

90 CONTINUE 
C
C FLUSH DO LOOP 60 
C

CALL STSYNCCOl 01 01)
CALL AVADD(AB(1),1,BB(1),1,CP(1),1,LFN)

C
C MOVE NEXT TO LAST COL T3 "AIN
C

ICOL = (NT-2) * LEN «- 1
CALL SMC2M(W0RK(ICOL),1,4,0,CT(1),1,LEN)

C
C MOVE LAST COL TO MAIN
C

CALL STSYNC(OC 00 00)
ICOL = (NT-1) * LZN + 1
CALL SMC2M(W0RK(1CCL),1,4,0,CB(1),1,LEN)

CC CALL STWAP
CC RETURN
CC END
C
CC PROCESS STBC(N^,DLEN,DNTL,WORK,BCLEN,BCNTL,BC,ID)
CC LOCALMFMORY
CC INTEGER NT,DL£N,BCLEN,DNTL,BCNTL,I,IP
CC INTE.GER UN,IOUT
CC MAINMEMORY
CC REAL WORK(DNTL),BC(BCN’L)
CC CACHEMEMOFY
CC RE.AL(C1, AT(8192) )
CC RE,AL(C2/BT(8 19 2) )
CC PE AL ( C3 , CT ( 815-2 ) )
C

NT=NTRACE 
DLEN-DELEN 
BCLE N=NTIMES 
DNTL=NTRACE*DFLEN 
BCNTL=NTRACE *MIMZS
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r
CALL STSYNC(00 00 00)

C
DO 90 I = 1/NT 
IIN=(I-1)*DL%N+1 
IOUT=(I-1)“BCLFN+ID
CALL SMM2C(¥ORK(IIN)/1/4,0/AT (1)/1/1) 
CALL SMM2C(BC(IOU7),l, 4, 0/91(1)/1/1)

C
CALL STSYNC(11 11 11)

C
C AVADD BC INTO COLUMNS 
C

CALL AVADD ( AT (1),1/BT( 1) ,1, CT ( 1) , 1, 1 )
C
C WRITE COLS F P. CM CACHE TO MAIN
C

CALL STSYNC(00 00 00)
CALL SMC2M(kORK( UN) , 1,4 ,0, CT ( 1 ), 1/1 )

90 CONTINUE
CC CALL STWAP
CC RETURN
CC FND
C
CC PROCESS STTMOV(NT,NrL,A,B,WORK)
CC LOCALMFMORY
CC INTE.CER NT/NTL/I/ICOL/LS.N
CC MAINMEMORY
CC REAL A(NTL)/9(NTL)/C(N?L)
CC CACHEMFMORY
CC REAL(C1/AT(163Q4))
CC PEAL(C2/PT(16394))
CC RE AL(C3/CÎ(163 84 ) )
C

NT=NTRACF
NTL=NTRACE*DELSN
LEN=NTL/NT

C
CALL STSYNC(00 00 00)

C
C ROTATE CIRCULAR BUFFER
C

DO 100 I = 1/NT 
IC0L=(I-1)*LEN+1
CALL SMM2C(B(IC0L),l/4/0/AT(l)/l/LEN) 
CALL SM M2 C( WORK (ICOL) / 1/ 4,0,81(1), 1,LEN) 
CALL SMC2M(A(IC0L),1,4,0,AT(1),1,LFN) 
CALL SMC2M(F(ICDL)/1/4,0,BT(1),1,LEN)

100 CONTINUE
C
C

CALL STWAP
RETURN
FND



T-2921 144

PROCESS DERIV(B/V/KzW0PK/XBUF/NIRACE,NTLK/KXKZP4/IKX5, 
*LGL2Nl,Lr,LEN2/Sl,LOGICL)
LOCALMFMORY
INTEGER NTLNzKXKZP4zIKX2/NTRACE,IKX 
INTEGER LOGICLzLGLENl,LGLER2 
INTE.GER IKZ,DELENZIKZP4
INTL.GER BCLEN, BCNTL/BR SLEN, BRSMZ BR SM2Z CM2ZCNZCNL2ZCNM2 
INTEGER DF, DLEN, DNTL, I ZICDL,TC0LIZIC0L3ZID,IINZ IOUT/IP.Ori 
INTE.GER LEN, LEN2, LGLEN/L GM2, MZM2, MLP2ZMNZNZN2Z NT/NTL 
INTEGER RLFLGZSCLE 
REAL Slz SCALAR 
MAINMEMORY
REAL B(NTLN)ZV(NTLN)
REAL K(KXKZP4)z^ORK(KXKZP4)
REAL XBUF(IKX2)
CACHEMFMORY
REAL(C1T/ATC91C>2))Z(C1BZAB(81^2))
RE AL(C2TZBT(8192)),C2BZ 86(3192)) 
PEAL(C3TZCT(8192))Z(C3BZCB(3192))

C
C TAKE THE DERIVATIVE IN THE SPATIAL FOURIER DOMAIN
C PROCESS IS A PHYSICAL MERGE OF MANY PROCESSES TO SPEED UP
C EXECUTIONc

IKX=IKX2/2
IKZP4=KXKZP4/IKX
lKZ=TKZP4-4
DELEN=NILN/NTRACF

C
C
C

SC *.LAR = S1
IF(LCGICL.EC.O)GOTO 99 
SCALAR=Sl/2 
LDGICL=0 

99 CONTINUE 
Cc
C
CC PROCESS CLRMM( WORK, CNM2, N, M2 )
CC LOCALMEMORY
CC INTEGER CNM2, N, M2, I, ICOL
CC MAINMEMORY
CC REAL WOF.K(CNM2)
C

CNM2=IKX*(IKZ*4)
N=IKZ+4
M2-IXX

C
c
C CLEAR ROWS BEFORE LOADING AND FOURIER TRANSFORMING
C

CALL STSYNC( OOOOOO )
DO 2 ICOL = 1, M2

I = ( ICOL-1 ) * N + 1 
CALL SCLRMM( WOkK(I), k )

2 CONTINUE
C
C WAIT FOR COMPLETION AND RETURN
C
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CC CALL STWAP
CC RETURN
CC END
C
CC PROCESS RFTCOL(M/MN,Bz LE|N,WORK/MLP?,LGLEN)
c
C DO COLUMN RFFTS IN ST 100 
C WITH INTERNAL ZEPO-PADDINC .
C
C INPUT:
C B(N,M)= INPUT ARRAY; N & M MUST BE ^VEN (BECAUSE OF DOUBLE
C M MUST BE >= 4 TO ALLOW PIPELINE TO BF SET UP.
C THE TRANSFORM IS DONE OVE* THE 'M' REAL COLUMNS OF 'XTN'.
C I.E. - IN THE 'N' DIRECTION . THE PROCESS WILL ZERO-PAD 
C THE INPUT LENGTH/ N, TO LENGTH, LEN, BEFORE TRANSFORMING 
C EACH COLUMN.
C MLErN = M * LEN
C LGLEN = LOG? ( LEN )
C WITH LEN = DESIRED OUTPUT VECTOR TRANSFORM LENGTH
C (MUST BE P0WrR OF 2)
C
C OUTPUT:
C WCRK(LEN>4,‘<) = OUTPUT COLUMN FFT ARRAY IN PACKED FORMAT
C
CC LOCALMEMORY
CC INTEGER N,M,LEN,LGLEN,DF,MLR?,MN
CC INTEGER. SCLE/B PSLLN, N’2 ,LE N?, PLFLG, ICOL, I
CC MAINMEMORY
CC PEAL B(MN),WORK(MLP2)
CC CACHEMEMOFY
CC RE AL (C IT, AT (81 92) ),(C13, *6(8192))
CC REAL(C2T,BT(8192)),(C2B,BB(8l92))
CC °EAL(C3T,CT(B192)),(C3E,CB(8192))
C

M=NTFACE 
LEN=IKZ 
LGLEN=LGLLN1 
MLP2=IKX*(IKZ+4)
MN=NTRA. CF "DELEN

C
DF = 1 
RLFLG = 1 
SCLE = 1 
N = MN/M
BRSLF.N = 30 ♦ LGLEN 
N2 = N/2 
LEN2 = LEN/2

C
CALL STSYNC(00 00 00)

C
C LOAD SN/CS TABLE IN CACHE 
C

CALL SMSTHC(0,CB,CT,LE.N2,BRSLEN)
C
C GET M'TH COLUMN;
C NEED TO DO TRIPLE XFLR (MAIN - CACHE - MAIN - CACHE)
C TO EFFECT ZFRC-PAPDING
C

ICOL = (M-l) * (LEN+4) ♦ 1
CALL SMXMC2(B((M-1)*N*1),Av(1),BT(1),N2)
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CALL SCLRMMCiJURKdCOL) ,IEN)
CALL SMXCM2(WORK(ICDL),AT(l),BT(l),N?)
CALL SXMC2B(WORK(ICOL)/AT(1),B7(1)ZL?N?/BRSLFN)

C
CALL STSYNCC10 10 11)

C
C RFFT M'TH COLUMN 
C

CALL FFTP(*T(1)ZBT( l),CtiLGLEN,DF,SCLE,RLFLG)
CALL RFFTPK(AT(1),BT(1),LGLEN,1)

C
C GET (M-l)TH COL
C

ICOL = (M -2) • (LEN+4) +1
CALL SMXMC2(B((M-2)*N+1),AF(1),BB(1),N2)
CALL SCLRMM(WORK(ICOL),LFN)
CALL SMXCM2(WORK(ICOL),AB(l),BR(l),N2)
CALL SXMC2R( WORK ( ICOL) , A B(1),BB( 1),LFN2,BRSLF.N)

C
C MAIN PROCESS LOOPS 
C

DO 10 I = 1, M-2, 2
C
C ACP -- ODD COLS; SMP -- EVEN COLS
C

CALL STSYNC(01 01 11)
C
C RFFT - (M-l)'TH, (M-3)'RC, (M-5)TH, ... COLS 
C

CALL FFTBCA B<1),BB(1),CB,CT,LGLEN,DF,SCLE,RLFLG)
call r f f t p k u b u ),b b(1),l s l s k,i )

c
C WRITE M'TH, (K-2)'KD, (M-4) 'TH. ... CELS FROM CACHE TO MAIN
C

ICOL = (M-I ) * (LFN + 4) + 1
CALL SMXCM2(WORK(ICOL),AT(1),BT(1),LFN2+1)

C
C READ (M-2)ND, (M-4)'TH, (^-6)'TH, ... COLS FROM MAIN TO CACHE 
C

ICOL = (M-I-2) * (LEN+4) + 1
CALL SMXUC2(B((M-1-2)*N+1),AT(1),BT(1),N?)
CALL SCLRMM(WORK(ICOL),LFN)
CALL SMXCH2(WORK(ICCL),AT(1),BT(1),N?)
CALL SXMC2B(WORK(ICOL),AT( 1),BT(1),LEN2,BRSLF.N)

C
C ACP -- EVFN COLS; SMP —  ODD COLS 
C

CALL STSYNCdC 10 11)
C
C RFFT (M-2)ND, (M-4)'TH, (M-6) 'TH, ... COLS 
C

CALL FFTB(AT(1),BT(1),CB,CT,LGLEN,DF,SCLF,RLFLG)
CALL RFFTPK(AT(1),BT(1),LGLEN,1)

C
C WRITE (M-l)TH, (M-3)RD, (M-F)TH, ... COLS FROM CACHE TO MAIN 
C

ICOL = (M-I-1) * (LEN+4) + 1
CALL SMXCM2(WORK(ICOL), AB(1), BB(1), LEN2+1)

C
C RE-AD (M-3)RD,(K-5)TH,(M-7 )TH, ... COLS FROM MAIN TO CACHE
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c
ICOL = (M-I-3) * (LEN+4) + 1
CALL SMX*C2(B((M-I -3) *N+1 ) , AB( 1), B fi ( 1 ), N2 )
CALL SCLRMM(WORK(ICOL),LFN)
CALL SMXCM2(WORK(ICOL),AB(l),BB(l)/N2)
CALL SXMC2B(WORK(ICOL),AB(l),B?(l),LEN2,BRSLEN)

10 CONTINUE,
C
C FLUSH DO LOOP 10 
C

CALL STSYNC(G1 01 11)
CALL FFTB(AB(1), BB(1), CB, CT, LGLEN, DF, SCLE, RLFLG) 
CALL RFFTPK(AB(1),BB(1),LGLEN,1)

C
C MOVE 2'ND COL TO MAIN 
C

ICOL = LEN+4 + 1
CALL SMXCM2(WORK(ICOL), AT(1), BT(1), LEN2+1)

C
C MOVr LAST COL TO MAIN 
C

CALL STSYNC(0C 00 00)
CALL SMXCM2(WORK(1), A8(l), BB(1), LrN2+l)

CC CALL S T A A P
CC RETURN
CC FND
CC
CC PROCESS RCWFFT(rj,CNK2,XIN,M2,CM2,XBUF,LGM2,DF)
C
C DO ROW FFTS IN ST100 
C
C INPUT :
C WORK(N,M)= INPUT ARRAY; M MUST BE EVEN (BECAUSE OF DOUBLE
C THE TRANSFORM IS DONE OVER THF 'N ' ROWS OF 'XI,N'.
C I.E. - IN THE 'N' DIRECTION .
C CM2 = 2 - 4 2
C CNM2 = 2 * N * M2
C M2 = DESIRED OUTPUT TRANSFORM LENGTH
C (MUST BE, POWER OF 2)
C LGM2 = L0G2 ( M2 )
C DF = DIRECTION FLAG FOR TRANSFORM
C = 1  FOR FORWARD TRANSFORM
C =-1 FOR INVERSE TRANSFORM
C OUTPUT:
C XOUT( N,M2 ) REPLACES hORK( N,K2 )
Cc
CC LOCALMFMORY
CC INTEGER N,CNV2,M2,M,LGM2,DF,BRSM
CC INTEGER SCLE,BRSM2,RLFLG,IROW,I,CN,CM2
CC MAINMEMORY
CC REAL WORK(CNM2),XBUF(CM2)
CC CACHEMFMORY
CC REAL(C1T,AT(8192)),(C1P,AB(8192))
CC PLAL(C2T,BT(9192)),(C2P,BB(9192))
CC REAL(C3,CB(819 2),CT(9192 ))
C

N=IKZ/2+2
CN’M2=2 -(IKZ/2 + 2) «IKX 
M2=IKX
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LGM2=LGLEN2 
DF =1
CM2=2*IKX

RLFLG = 0 
SCLE = 0
IFCDF.EQ .1)SCLF=1 
BRSM2 = 31 ♦ LGM2 
CN = 2 * N 
M = M2 / 2 
BR SM = 30 ♦ LG.M2

LOAD SN/CS T A EL F IN CACHE AND 
CLEAR MAIN ME M VECTOR BUFFER

CALL STSYNC(00 00 00)
CALL SMSTMC(ûzC3,CT,M,PRSM)

MUST DO TRIPLE XFFR ( MAIN - CACHE - MAIN - CACHE ) 
TO OBTAIN ROW VECTORS

CALL SMM2C(W0RK(1),CN, 4/ 0, Ar,l,M2)
CALL SMM2C( W0RK(2)/CNZ4Z C,BT,1,M2)

FFT FIRST ROW
CALL STSYNCC10 10 11)
CALL FFTN(AT/Bt,C3,CT,LGM:,DF,SCLE,RLFLG)

GET 2ND ROW
CALL SMM2C(k'ORK(3)/CN, 4, 0, AB,1,M2)
CALL SMM2C(K0RX(4),CN,4/ C/BB/1,M2)

MAIN PROCESS LOOPS
DO 20 I = 3/N/2

ACP —  EVEN ROWS; S“P -- ODD ROWS
CALL S?SYNC(01 01 11)

FFT - 2'ND, 4'TH, 6'TH, ... ROWS
CALL FFTN(AB,BP,CB,cr,LGM2/DF,SCLE,RLFLG)

WRITt 1'RST, 3'RD, 5'TH. ... ROWS FROM CACHE TO MAI*
IROW = (1-3) * 2 + 1
CALL SXCM2B(XPUF(l)/AT(l),Br(l),M2,BRSM2)
CALL SMXMC2(XBUF,AT,Br,M2)
CALL SMC2M(WOPK(IROW),CN,4,0,AT,1,M2)
CALL SMC2M(WORK(IROW*1),CN,4,0,BT,1,M2)

READ 3'RD, 5'TH, 7'TH, ... ROWS FROM MAIN TO CACHE
IROW = (1-1) * 2 + 1
CALL SMM2C(WGRK(IROW),CN,4,0,AT,1,M2)
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CALL SMM2C( WDRK( IROW* 1),011,4,0, BT, 1, M2 )
C
C ACP -- ODD ROWS; SMP -- EVEN ROWS
C

CALL STSYNC(10 10 11)
C
C FFT 3'RD, 5'TH, 7'TH, ... ROWS
C

CALL FFTN(AT,BT,CB,CT,LGV2,DF,SCLE,RLFLG)
C
C WRITE. 2'ND, 4'TH, 6'TH, ... ROWS FROM CACHE TO MAIN
C

IROW = (1-2) * 2 * 1
CALL SXCM2B(XBUF(1),AB(1 ),BB(1),M2,BPSM2)
CALL SMXMC2(XBUF,AB,BP,M?)
CALL SMC?M(WDRX(IROW),CN,4,0,AB,1,M2)
CALL SMC2M(WCRK(IR0W*1),CN,4,0,BB,1,M2)

C
C RF AD 4'TH, 6'TH, 6'TH, ... ROWS FROM MAIN TO CACHF
C

IROW = 1 * 2 * 1
CALL SMM2C(W0RX(IROW),CN,4,0,AB,1, «2)
CALL SMM2C(WORK(IR0W*1),CN,4,0,69,1,M2)

20 CONTINUE 
C
C FLUSH DO LOOP 20
C

CALL STSYNC(01 01 11)
CALL FFTNCAB,EB,CB,CT,LGM2,DF,SCLE,RLFLG)

C
C MOVE NEXT TO LAST ROW TO MAIN
C

TROW = (N-2) * 2 * 1
CALL SXCM2B(XBUF(1),AT(1),BT(1),M2,BRSM2)
CALL SMXMC2(X9Ht,AT,9T,M2)
CALL SMC?M(WORK(TROW),CN,4,0,AT,1,M2)
CALL SMC2M( WORK( IROW* 1 ),CN, 4,0, BT, 1,M2)

C
C MOVE LAST ROW TO MAIN
C

CALL STSYNC(00 00 00)
IROW = (N-1) * 2 * 1
CALL SXCM2B(XB'JF(1),AE (1),BB(1),M2,BRSM2)
CALL 3MXMC2(XRHF,AB,BB,M2)
CALL S M C 2 M(W 0 R K(IPOW),CN,4,0,AB,1,M2)
CALL SMC2MC WORK(IROW+1),CN,4,0,BB,1,M2)

CC CALL STWAP
CC RETURN
CC END
C
CC PROCFSS CVMUL(NT,LEX,CNL2,WOPK,K)
CC LOCALMEMORY
CC INTEGER NT,LF.N,CNL2, I, ICOL,LEN2
CC MAINMEMORY
CC REAL WORK(CNL2),K(CNL2 )
CC CACHEMFMORY
CC REAL(C1T,AT(8192)),(C1P,AB(8192))
CC P5AL(C2T,BT(8192)),(r2E,BB(8192))
CC fiEAL(C3T,CT(8192)),(C3B,CB(8192))
C
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C COMPLEX VICTOR MULTIPLY
C MULTIPLY WORK(I)=W3PK(I)*K(I)
C

NT=IKX
L£N=IKZ/2*2
CNL2=IKX*(IKZ*4)

C
c

LEN2=2 *LEH
CALL STSYKC(CO 00 00)

C
CALL SyXMC2CW0RK (1 ),*?(!), BTd),LEN)
CALL SMXMC1(K(1)/CT(1)/LPN)

C
CALL STSYNCC1C 10 10)

C
C ACVM FIRST COLUMN'
C

CALL ACVM(A:(1),BT(1), 1, CT ( 1), 1,AT ( 1),BT( 1),1,LEN,0)
C
C GET 2ND COL
C

CALL SMXMC2(WnRK(l+LEN?.)/ABCl)/BBC 1)ZLC,N)
CALL SMXMC1(K(1+LL'N2), CB (1 ),LEN)

C
C MAIN PROCESS LOOPS
C

DO 30 I = 3,NT/2
C
C ACP -- ODD COLS? SMP —  LVd COLS 
C

CALL STSYNC(01 01 01)
C
C ACVM - 2'ND, 4'TH, 6'TH, ... COLS

CALL ACVM(AB(3),BB(1),1,CB(1),1,AB C1),BB(1),1,LEN,0)
C WRITE 1'RST, 3'RD, 5'TH. ... COLS FROM CACHE TO MAIN
r

ICCL = (1-3) * LEI,-2 + 1
CALL SMXCN2(WCRK(ICCL),A*(1),BT(1),LEN)

C
C READ 3'RD, 5'TH, 7'TH, ... COLS FROM MAIN TO CACHE
C

ICOL = (1-1) * LVN2 * I
CALL SMXMC2(W0RK(IC0L),AT(1),BT(1),LEN)
CALL SMXMC1(K(IC0L),CI(1 ),L£N)

C
C ACP -- EVEjN COLS; SMP —  ODD COLS 
C

CALL STSYNC(10 10 10)
C
C ACVM 3'RD, 5'TH, 7'TH, ... COLS 
C

CALL ACVM(AT(1),BT(1), 1, CT ( 1 ) , 1, AT ( 1 ), 3T ( 1 ), 1, LEN, 0)
C WRITE 2'ND, 4'TH, 6 'TH, ... COLS FROM CACHE TO MAIN
C

ICOL = (1-2) » LEN2 ♦ 1
CALL SMXCM2(WORK(ICOL),AP(1),BB(1),LEK)
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c
C R=!AD 4'TH/ 6'TH/ 8'THZ ... COLS FROM MAIN TO CACHE
C

ICOL = I * LEN2 + 1
CALL SMXMC2 ( WORKd COL)/AR( 1),BB ( 1) /LEN)
CALL SMXMCl(K(ICOL),CB(l),LEJ.’)

30 CONTINUE 
C
C FLUSH DO LOOP 30 
C

CALL STSYNC(01 01 01)
CALL ACVM(AB(1)/9B(1), 1, CB ( 1 ) z 1, AR ( 1 ) z BB ( 1 ) , 1ZLEN, 0)

C
C MOVE NEXT TO LAST COL TO MATH
C

ICOL = (NT-2) » LHJ2 ♦ 1
CALL SMXCM2(WORK(ICOL)ZAT(1)zBT(1)ZLEN)

C
C MOVE LAST COL TO MAIN
C

CALL STSYNC(00 00 00)
ICOL = (NT-1) * LEN2 + 1
CALL SWXCM2(KORK(ICOL)zA9(l)zBB(l)zLEN)

CC CALL STWAP
CC PETURN
CC END
C
CC PROCESS ROVFFT(NzCNM?z WORK, M.2Z CM2,XBUF,LGM2, DF )
C
C DO ROW FFTS IN ST109 
C
C INPUT :
C XIN(N,M)- INPUT ARRtY; N MUST BF. EVEN (BECAUSE OF DOUBLE
C THE TRANSFORM IS DONE OV£E THE 'N' ROWS OF 'XIN'.
C I.E. - IN’ THE 'M' DIRECTION.
C CM2 = 2 * M2
C CNM2 = 2  * N * M2
C M2 = DESIRED OUTPUT TRANSFORM LENGTH
C (MUST BE PCrfFR OF 2)
C LGM2 = LOG2 ( M2 )
C DF = DIRECTION FLAG FOR TRANSFORM
C = 1  FOR FORWARD TRANSFORM
C =-1 FOR INVERSE TRANSFORM
C OUTPUT:
C XOUT ( 2.ZM2 ) REPLACES WORK( N,M? )
C
C
CC LOCALMEMORY
CC INTEGER N,CNM2,M2ZM,LGV2,DF/BRSM
CC INTEGER SCLE/BRSM2,RLFLG,IROW/I,CN/CM2
CC MAINMEMORY
CC REAL WORK(CNM2),XBUF(CV2)
CC CACHEMFMORY
CC PfcAL(ClTzAT(8192)),(rlBzAB(8l92))
CC RE AL(C2T,BT(0192)),(C2 9, 93(8192) )
CC REAL(C3,CB(8192)ZCT(9192))
Cc

N=TKZ/2+2
CNM2=2*(IKZ/2+2)"IKX
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M2=IKX 
LGM2=LGLEN2 
DF = -1 
CM2=2*IKX
RLFLG = 0 
SCLE = 0
IFCDF.EQ .1)SCLE=1 
BRSM2 = 31 ♦ LGM2 
CN - 2 * N 
M = M2 / 2 
BR SM = 30 + LGM2

LOAD SN/CS "ABLE IN CACHE AND 
CLEAR MAIN MEM VECTOR BUFFER

CALL STSYNC(00 00 00)
CALL SMSTMC(O/CB/CT/M,PRSM)

MU51 DQ TRIPLE XFFR ( MAIN - CACHE - MAIN - CACHE ) 
TO OBTAIN ROW VECTORS

CALL SMK2C ( WOPF( 1 ) ,CN, 0, A T, 1, M? )
CALL SMM2C( WCRK(2),CN, 4, C,BT/1,M2)

FFT FIRST ROW
CALL STSYNCC10 10 11)
CALL FFTN(AT,BT,CB/CI,LG M2/DF,SCLE,RLFLG)

GET 2ND ROW
CALL SMM2C(WORF(3),CN, 4, C, A6,1,M2)
CALL SMM2C(WORK(4),CN,4,C,BB,1,M2)

MAIN PROCESS LOOPS
DO 4C I = 3,S',2

ACP -- EVEN ROWS? SMP -- ODD ROWS
CALL STSYNCCOl 01 11)

FFT - 2 ,.ND, 4 *TH, 6'TH, ... ROWS
CALL FFTNCAB,BB,CB,CT,LGU2,DF,SCLE,RLFLG)

WRITE 1'RST, 3'RD, 5'TH. ... ROWS FROM CACHE TO MAIN
IROW = CI-3) * 2 ♦ 1
CALL SXCM2BCXBUFC1),ATC1),9TC1),M2,9PSM2)
CALL SMXMC2CXBVF,AT,BI,M2)
CALL SMC2MCWCRKCIROW),CN,4,0,AT,1,M2)
CALL SMC2MC WORKC IROW* 1 ), CN,4,0,BT, 1,M2)

READ 3'RD, 5'TH, 7'TH, ... ROWS FROM MAIN TO CACHE
IROW = CI-1) * 2 * 1
CALL SMM2CCWORKCIROW),CN,4,0,AT,1,M2)
CALL SMM2CCWOPKC IROW+1 ), CN, 4, 0, BT, 1, M2 )
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c
C ACP —  ODD POWS; SMP -- EVEN ROWS
C

CALL STSYNC(1C 10 11)
C
C FFT 3'RD, 5'TH, 7'TH, ... ROWS
C

CALL FFTN(AT/BT,CB,CT,LGM2,0F,SCLE,RLFLG)
C
C WRITE. 2'KD, 4'TH, 6'TH, ... ROWS FROM CACHE TO MAIN
C

IPOW = (1-2) * 2  + 1
CALL SXCM2B( XBUF(1),AB(1),BB(1),M2,BP.SM2)
CALL SMXMC2(XBUF,AB,BB,M2)
CALL SMC2M(WOftK(IRÙW),rN,4,0/AB,l,M2)
CALL SMC2K(WORK(IROW<-1),CN,4,0,BB, 1,M2)

C
C READ 4'TH, 6'TH, 8'TH, ... ROWS FROM MAIN TO CACHE
C

IROW = I * 2 + 1
CALL SMM2C(WO?K(IROW),CN,4,0,AB,1,M2)
CALL SMM?C(W0FK(IRCW+1),CN,4,0,BB,1,M2)

40 CONTINUE 
C
C FLUSH DO LOOP 40
C

CALL STSYNCC 01 01 11)
CALL FFTN(AB,3B,CB,Cr,LGV2,DF,SCLE,RLFLG)

C
C MOVE NEXT TO LAST ROW TO MAIN
C

I ROW = (N-2) * 2  + 1
CALL SXCM2B(XBl!r (1),AT(1),BT(1),M2,BRSW2)
CALL SMXMC2(XBfiF,AT,BT,M2)
CALL SMC2M(WOkK( IRO W) , CN ,4, 0, AT, 1, M2 )
CALL SMC2M(WORK(IRCW+1),CN,4,0,B’r, 1,M2)

MOVE LAST ROW TO MAIN
CALL STSYNCC 00 00 00)
IRnW = (N-l) * 2 + 1
CALL SXCM2B(XbUF(1),AB(1),3BC1),M2,BPSM2) 
CALL SMXMC2(XBUF,AB,BB,M2)
CALL SMC2M(WOrK(IROW),CN,4,0,AB,l,M2)
CALL SMC2MC WORKC IROW+1), CN,4,0,BB, 1,M2)

CC CALL STWAP
CC RE,TURN
CC END
C
CC PROCESS IFTCOL(M,N,LEN,WORK,MLP2,LGLEN)
C
C INVERSE RFT COLUMN TRANSFORM
C
CC LOCALMEMORY
CC iNTEjGEP N,M,LEN,LGLEN/DF,MLP?,ICOLI
CC INTEGER SCLE,BRSLEN,N2,LPN2,RLFLG,ICOLO,I
CC MAINMEMORY
CC PEAL WORK(MLP2)
CC CACHEMFMORY
CC PEAL(C1T,AT(8192)),(flR,ABC 8192))



T-2921 154

CC RE*LCC2T,BT(8192)),(C2B,BB(B192))
CC RSAL(C3T/CT(B1^2)),(C3B/CB(8192))C

N = CEilEiK
H=NIPACE
LEN=IKZ
LGLE N=LGLEN 1
MLP2=NTRACF *(IKZ+4)

C
DF = -1 
RLFLG = 1 
SCLE = 0
BRSLFN = 30 + LGLEN 
N2 = N/2 
LEN2 = LEN/2

C
CALL STSYNCC00 00 00)

C LOAD SN/CS TABLF IN CACHE!
C

CALL SMSTMC(0ZCB/CT/LE.N2,BRSI.EX)C
C GET FIRST COLUMN;
C

CALL SMXKC2(WORK(l),AT(1),BT(1),L&N2+1)C
CALL STSYNCC10 10 11)

r
C RFFT FIRST COLUMNC

CALL RFFTPK(AT(1),BTC 1),I GLEN,0)
CALL FFT N CATCl),ETC1), CB,CT,L GLEN/DF/SCLF., RLFLG)

C
C GET 2ND COL

CALL SMXMC2CWORK(LRN>4*1),ABC 1),BBC 1),LEN2*1)C
C MAIN PROCESS LOOPS C

DO 50 I = 3,M,2c
C ACP -- ODD COLS; SMP —  EVEN COLS C

CALL STSYNCCOl 01 11)
C RFFT - 2'ND, 4'TH, 6'TH, ... COLS 
C

CALL RFFTPK C A BCD, BBC 1 ), LGLEN, 0)
CALL FFT N CA PCD,BBC 1), CB,CT,LGLEN, DF,SCLF, RLFLG)

C
C WRITE 1'RST, 3'RD, 5'TH. ... COLS FROM CACHE TO MAIN
C

ICOLO = (1-3) * (N) + 1
CALL SXCM2BCWORK(ICOLO),AT(1),BT(1),LEN2,BRSLEN) 
CALL SWXMC2C WORK (ICOLO), AT C 1 ) , BT ( 1 ), N2 )
CALL SMXCM2(WGPK(IC3L0),AT(1),BT(1),N2)

C
C READ 3'RD, 5'TH, 7'TH, ... COLS FROM MAIN TO CACHE 
C

I COLI = (1-1) * (LFN+4 ) ♦ 1
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50
C
C
C

CC
C C
C Cc
C C
C C
CC
C C
C C
C C
C C
CC
C C
C C
Cc

CALL SMXMC2(WOPK(ICOLI),AT(1),BT(1),LEN2*l)

ACP —  EVEN COLS; SMP —  ODD COLS
CALL STSYNC(10 10 il)

RFFT 3'RD, 5'TH, 7'TH, ... COLS
CALL RFFTPK(AT(1)/BT(l),LGLEN,0)CALL FFTN(AT(1),BT(l),Cfl,CT,LGLEN,DF,SCLE,RLFLG)

WRITE 2'ND, 4'TH, 6'TH, ... COLS FROM CACHE TO MAIN
ICOLO = (1-2) * (N) ♦ 1CALL SXCM2B(WORK(ICOLü),AB(1),B3(1),LEN2,BRSLEN)CALL SMXMC2(WÛPK(ICOLO),AB(1),F3(1),N2)CALL SMXCM2(W0P.K(IC0L3), AB(1),BB( 1),N2)

READ 4'TH, 6'TH, 9'TH, ... COLS FROM MAIN TO CACHE
ICOLI = I * (LFN+4) + 1CALL SMXMC2 ( i*ORK( ICOLI ), AB ( 1 ) , BB( 1 ),LE N2+1 )CONTINUE,

FLUSH DO LOOP 50
CALL STSYNC(01 01 11)CALL RFFTPK(AR(1),BB(1),LGL*N,0)CALL FFTN(ÀP(1), B3(l), CB, CT, LGLEN, DF, SCLE, RLFLG) 

MOVE NEXT TO LAST COL TO MAIS 
ICOLO = (M-2 ) *N+ 1CALL SXCM2B(W0RK(1C0L0), AT(1), PT(1), LEN2, BRSLEN) CALL SMXMC2(WORK(ICOLO ), AT(1), BT(1), N?)CALL SMXCM2( WORK (ICOLO), ATQ), BT(1), N2)

MOVE LAST COL TO VAIN
CALL STSYNC(00 00 00)ICOLO = (M-l) "N+lCALL SXCM2B(WUPK(ICCL3), AB(1), BB(1), LEN2, BRSLEN) CALL SMXMC2(WORK(ICOL3), AB(1), BB(1), LFN2)CALL SMXCM2(AORK(ICOLO), AP(1), BB(1), N2)CALL STWAPRETURNEND
PROCESS SMUL(NT,LEN,NIL,SCALAR,WORK)LOCALMFMORYINTEGER NT,LEN,NTL,I,ICOL PEAL SCALAR MAINMEMORY REAL WORK(NTL)CACHEMEMOFYREAL(C1T,AT(8192)),(C1B,AB(8192)) REAL(C2T,BT(8192)),(C2E,BB(8192)) PEAL(C3T,CT(8192)),(C3B,CB(8192))

MULTIPLY WORK(I) = SC ALAR"WORK(I)
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C SCALAR IS TRANSFERRED FROK LOCAL T] CACHF MEMORYC NT=NTRACE
l e n = d e l e nNTL=NTRACE*CELENCC CALL STSYNC(OC 00 00)C CALL SMM2C(WORK(1),!,4,0,A T L F N )CALL STWRCMCSCALAR,BT(1))C CALL STSYNC(10 10 10)CC AVSMUL FIRST COLUMN C CALL AVSMUL(AT(l),l,Br(l),Cr(l),l,LEN)CC GET 2ND COLC CALL SMM2C(kORK( 1*LEN),1,4, 0,AB(1),1,LF,N)CALL ST*PCM(SCALAR,DB(1) )

CC MAIN PROCESS LOOPS C DO 60 I = 3,NT,2CC ACP —  CDD COLS; SMP —  EVEN COLS C CALL STSYNCCOl 01 01)CC AVSMUL - 2'ND, 4'TH, 6'TH, ... COLS
CALL AVSMULC AR(l), 1,98 (1),C9(1),1,LEN)

CC WRITS 1'RST, 3'PC, 5'TH. ... COLS FROM CACHE TO MAIN C ICOL = CI-3) * LFN + 1CALL SMC2MCW0RKCIC0L),1,4,0,CT(1), 1,LEN)CC READ 3'RD, 5'TH, 7'TH, ... COLS FROM MAIN TO CACHE C ICOL = CI-1) * LFN + 1CALL SMM2CCWORKCICOL),1,4,0,ATC1>,1,LEN)CALL STWPCMCSCALAR,BTC1))CC ACP -- EVEN COLS; SMP —  ODD COLS C CALL STSYNCC10 10 10)CC AVSMUL 3'RD, 5'TH, 7'TH, ... COLS C CALL AVSMULCATC1 ), 1, 3T ( 1 ), C T C 1 )/ 1, LEN)CC WRITE 2'ND, 4'TH, 6'Th, ... COLS FROM CACHE TO MAIN C ICOL = Cl-2) * LrN ♦ 1CALL SMC2MCWORKCICOL),1,4,0,CBC1),1,LEN)C
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C RC|AD 4'TH, 6'TH, «'TH, ... COLS FROM MAIN TO CACHE C ICOL = I * LEN + 1CALL SMM?C(VORK(ICCL),1,4,0,AB(1),1,LEN)C CALL SMM2C(S(1),1,4,0,PB(1),1,1)CALL STWRCM(SCALAR,BB(1))60 CONTINUE CC FLUSH DO LOOP 50 C CALL STSYNC(01 01 01)CALL AVSMUL(A3(1),1,BB(1 ),CB(1),1,LEN)CC MOVE NEXT TO LAST COL TO MAIN C ICOL = (NT-2) * LON ♦ 1CALL SMC2M(W0FK( ICOL), 1, 4, 0,CT( 1), 1,LEN)CC K3Vr LAST COL TO HA IKC CALL STSYNC( 00 00 00)ICOL = (NT-1) * LEN + 1CALL SMC2M(WDRK( ICOL), 1, 4, O/CPd), 1,LEN)CC CALL STWAPCC RETURNCC ENDCCC PROCESS MUL(NT,LEN,N"L,WORK,V)CC LOCALMFMORYCC INTEGER NT,LFN,NTL,I,ICOLCC MAINMEMORYCC PEAL WORK(N?L),V(NTL)CC CACHE MEMORYCC PEAL(C1TZAT(6192)),(C15,AB(3152))CC RE AL( C2T,BT (81̂ 2 )),( C2r’,BB(319-2 ) )CC REAL(C3T,CT(3192)),(C3B,CB(8192))CC MATRIX MULTIPLYC MULTIPLY WORKd ) = N3PK(I)*V(I)C Nï=N TRACE LEN=DELEN NTL=NIRACE*DELFNCC CALL STSYNC(00 00 00)C CALL SMM2C< WQRKO), 1,4,0,47(1 ),1,LFN)CALL SMH2C(V(1),1,4,0,BT(1),1,LEN)C CALL STSYNC(10 10 10)
CC AVMUL FIRST COLUMN C CALL AVMUL(AT(1),1,BT(1),1,CT(1),1,LEN)CC GET 2ND COLC CALL SMM2C(WORK(1+LSN),1,4,0,AB(1),1,LEN) CALL SMM2C ( V( 1+LEN ) , 1, 4, 0, BB (1) , 1,LEN )
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MAIN PROCESS LOOPS 
DO 70 I = 3,NT,2 

ACP —  ODD COLS; SMP —  EVEN COLS 
CALL STSYS’C( 01 01 01)

AVMUL - 2'ND, 4'TH, 6'TH, ... COLS
CALL AVKUL(ÀB(1),1,BB( 1),1,:B(1),1,LF.N)

WRITE' 1'PST, 3'RD, 5'TH. ... COLS FROM CACHF TO MAIN 
TCCL = (1-3) * LEN +1CALL SMC2M(WORKCICOL),1,4,0,CI(1),1,LEN)

READ 3'PD, 5'TH, 7'TH, ... COLS FROM MAIN TO CACHE 
ICOL = (I-1) • LFN + 1CALL SMM?C( WOPK( ICUL) , 1, 4, 0, AT ( 1 ) , 1,LEN )CALL SMM2C(V(ICOL),1,4,0,BT(1),1,LFN)

ACP —  EVEN COLS; SMP —  ODD COLS
CALL STSYNCC10 10 10)

AVMUL 3'RD, 5'TH, 7'TH, ... COLS
CALL AVMUL ( AT(1),1,BT( 1 ) ,1, CT ( 1 ) , 1 ,LF,N)

WRITE 2'ND, 4'TH, 6'TH, ... COLS FROM CACHE TO MAIN
ICOL = (1-2) * LFN + 1CALL SMC2M< WORK(ICOL), 1, 4, 0,CB( 1), 1,LEN)

READ 4'TH, 6'TH, 8'TH, ... COLS FROM MAIN TO CACHF 
ICOL = I * L=*N + 1CALL SMM2.CC WORKC ICOL), 1, 4, 0, ABC 1 ), 1, LE V )CALL SMM2C(V(ICOL),l,4,0,BB(l), 1,LF.N)CONTINUE

FLUSH DO LOOP 70
CALL STSYNCCOl 01 01)CALL AVMULCAB(1),1,BB(1),1,CB(1),1,LEN)

MOVE NEXT TO LAST COL TD MAIN 
ICOL = (NT-2) " LEN + 1CALL SMC2MCWORKCICOL),1,4,0,CT(1),1,LLN)

MOVE LAST COL TO MAIN
CALL STSYNCCOO 00 00)ICCL = (NT-1) * LEN + 1CALL SMC2MCWORKCICOL),1,4,0,CB(1),1,LEN)CALL STWAP
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RETURNEND


